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Editorial

limate breakdown, the loss of biodiversity, unaligned 
artificial intelligence, uncontrollable pandemics, and es-
calating armed conflicts: humanity faces cascading and 

overlapping risks that threaten its long-term survival. While each 
of these emerging crises alone has the potential to significantly 
degrade our species’ future prospects, their interaction causes a 
danger even larger than the sum of its parts: a so-called polycrisis. 
At the extreme, a global polycrisis poses an existential challenge 
that could lead to civilisational collapse and ultimately human 
extinction. As a result of converging shocks, the World Economic 
Forum 2023 warned that the world may see such an event by the 
end of the decade.
How, then, do we tackle this new and burgeoning risk landscape? 
The traditional frameworks for managing risks are ill-equipped to 
deal with the complexity and magnitude of today’s challenges. New 
ways of thinking and acting are urgently required for this task.
Against this background, a growing movement of researchers, 
policymakers, and activists is dedicated to the study and miti-
gation of existential risks. Toby Ord, a moral philosopher and 
leading figure in this field, offers the following definition: “An ex-
istential risk is a risk that threatens the destruction of humanity’s 
long-term potential.” On this account, humanity would not have 
to go literally extinct for an existential risk to be realised, since 
the destruction of its potential would already occur if humanity 
were no longer the master of its own fate. While this notion is 
thought-provoking, the idea of humanity’s ‘potential’ is certainly 
open for different interpretations. 800 years ago, the European 
intellectuals of these times would have expressed views about the 
human potential that were entirely different from those of today. 
And academics in other parts of the world today might give quite 
different answers about the human potential than Oxford scholars 
(who sometimes delve in techno-utopian dreams).
An alternative definition of ‘existential risks’, offered here by the 
editors, has it that they are risks that lead to a breakdown of hu-
man-made systems to an extent that the survivors can barely fulfil 
their basic needs. While still being open to different interpreta-
tions as to which kind of ecological, social, technological or oth-
er catastrophes might cause this sort of breakdown, the idea of 
human needs provides a solid basis for assessing the standard of 
living of the residual mankind.
Existential threats can be divided into anthropogenic risks – those 
that stem from human  actions – and natural risks – those that 
originate from conditions beyond human control, for instance 
major asteroids, massive volcanic eruptions, or gamma-ray bursts 
from stellar explosions. The odds of natural catastrophes have 
remained rather constant over the last millions of years, that is: 
constantly low. If they were different, we would likely not be here. 
From this, it seems reasonable to expect that their likelihood will 
remain low over the next thousands of years as well. On the oth-
er hand, anthropogenic risks, to the extent that we are aware of 
them, have massively increased and accelerated in the era of the 
Anthropocene. 

The unfolding of such risks could involve massive immediate 
casualties, but also sustained and widespread decline in the qual-
ity of life of future generations. For this reason, protection from 
existential risks is an intergenerational public good on a global 
scale. To embrace this responsibility, today’s societies urgently 
need to overcome their myopic biases and radically expand their 
timescales to encompass long-term futures. In this way, human-
ity could not only reduce existential risks but also imagine and 
 unlock a pathway toward the flourishing of life in the long run –  
a pathway that could be called existential hope. 
Within intergenerational justice research, the connection to the 
risk literature is rarely made. That is why the Foundation for the 
Rights of Future Generations devoted its biannually Intergenera-
tional Justice Award to this topic. The best papers are published in 
a special double issue, IGJR 1-2022 and 2-2022.
In the first article, Johannes Kattan suggests that ‘extinction risks’ 
ought to be distinguished more sharply from other aspects of 
 ‘existential risks’. Human extinction is an outcome that can be 
ascertained rather precisely in biological terms. According to Kat-
tan, however, it should be analysed separately from scenarios in 
which the subjective quality of human life is the concern. Nuclear 
war is taken as a primary example for illustrating an  extinction 
risk and for discussing humanity’s resilience to such threats. Kat-
tan concludes that, despite the unprecedented damage it might 
cause, it is unlikely that a nuclear war would lead to the end of 
the human species.
The second article, written by Marina Moreno, covers a differ-
ent aspect. To understand the background of her concerns, one 
should be aware that myopia is usually seen as something negative 
in the literature on intergenerational justice. Long-term think-
ing is key to human survival, write dozens of scholars, unisono.  
For Moreno, anti-presentism comes with its own problems, how-
ever. She takes issue with longtermism understood as a theory 
which holds that our moral focus should be on the long-term 
future, and that current and medium-term moral problems are 
comparatively insignificant. Moreno’s paper explores the implica-
tions of rejecting the premise of moral aggregation of individuals. 
She concludes that non-aggregationism does not support longter-
mist conclusions.

Issue 1-2022 then concludes with two book reviews.  
Tolga Soydan reviews Toby Ord’s influential: The Precipice. 
 Existential Risk and the Future of Humanity. Finally, Grace Clover 
reviews William MacAskill's second monograph What We Owe 
the Future.

Jörg Tremmel, Editor
Felix Beer, Co-Editor
Markus Rutsche, Co-Editor
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Pandemics and intergenerational justice. Vaccination and  
the wellbeing of future societies. FRFG policy paper
by Jörg Tremmel 

 growing awareness of potential global catastrophes has 
 recently given increased attention to the topic of existential 
risks. To date, there is still very limited consensus on the 

definition of existential risk, the likelihood of those risks, and their 
ethical implications. To achieve more clarity, it is proposed here that 
extinction risks should be discerned more clearly from other aspects of 
existential risks. Nuclear war is taken as a prime example to illustrate 
an extinction risk and to discuss humanity’s resilience to such threats. 
It is concluded that it is unlikely that a nuclear war would lead to the 
end of the human species, despite the unprecedented  damage it might 
cause. Further, some of the ethical aspects of longtermism and the 
communication of existential risks are discussed.

Keywords: Extinction risks; existential risks; nuclear war; resilience 
factors; longtermism

Defining existential risk
Events in the last decade have led to an increased awareness of the 
dangers emanating from climate change, global pandemics, and 
the escalating tensions between nuclear superpowers. As a con - 
sequence, the study of existential risks has gained increasing atten-
tion, visibility, and funding (Cremer/Kemp 2021), and perhaps 
even run the risk of increasing harm. We highlight general chal-
lenges in ERS: accommodating value pluralism, crafting precise 
definitions, developing comprehensive tools for risk assessment, 
dealing with uncertainty, and accounting for the dangers associat-
ed with taking exceptional actions to mitigate or prevent catastro-
phes. The most influential framework for ERS, the “techno-utopi-
an approach” (TUA). Its goal is to identify threats to humanity as 
well as their causes, implications, and respective countermeasures. 
An unsolved issue here is a missing consensus on what constitutes 
an existential risk (Steinmüller/Gerhold 2021). Toby Ord, cur-
rently among the most influential representatives of the field, has 
offered the following definition:
“An existential risk is a risk that threatens the destruction of hu-
manity’s long-term potential” (Ord 2020: 39).
This definition is very concise and intuitive, but the notion of hu-
man potential is vague and open to individual interpretation. How-
ever, this can be considered a necessary trade-off. What is set here 
as the potential of humanity is synonymous with what we deem 
desirable for our existence and future. A more determinate concept 
would amount to dictating a moral imperative for society. Without 
an authority or a collective agreement on the matter, what is desira-
ble remains in the first instance a personal matter. In this sense, the 
term might act as a wildcard for the value embodied in humanity 
and its future as such; a value which might never reach a final shape.
Nevertheless, this open-ended approach has been criticised (Fried-
erich/Aebischer 2021; Cremer/Kemp 2021). First, it appears a 
difficult task to preserve something of which it is not clear what 

it is. Second, such definitions are too abstract to allow for robust 
analysis. Third, in the work of Ord, humanity’s potential is not 
always expressed in a value-neutral way but along what Cremer 
and Kemp (2021) deem techno-utopian terms. These concepts 
are currently rather dominant in the discussion of existential 
risk, and we will consider some of their ethical implications later. 
Problematic here is that the subjects of global catastrophe and hu-
man extinction might be conflated with those specific moral ide-
as. Therefore, Cremer & Kemp (2021) suggested separating the 
study of existential risks into the areas of Extinction Ethics, Ex-
istential Ethics,  atastrophic Risks, and Extinction Risks. I deem 
this a reasonable proposal. Human extinction is an outcome that 
can be precisely defined in biological terms. It should, if possi-
ble, be analysed separately from scenarios in which the subjective 
quality of human life is the concern. This would facilitate analysis 
and communication. 

Existential threats
Existential threats can be divided into those that stem from the ac-
tions of humanity itself, called anthropogenic risks, and those that 
originate from conditions beyond the control of humanity, termed 
natural risks. Examples of natural threats are the impacts of major 
asteroids, massive volcanic eruptions, or gamma-ray bursts from 
stellar explosions (Ord 2020: 62-72; Steinmüller/Gerhold 2021). 
Luckily, the risk that any of these threats will trigger an extinction 
event in the near future can confidently be set as extremely low. The 
chances of natural catastrophes have remained rather constant over 
time. If they had a moderate likelihood, then the chances for Homo 
sapiens and its predecessors to have survived would be close to zero. 
Taking the age of humanity and the extinction rates of other mam-
mals and hominid species into account, the upper bound for the 
annual probability of human extinction from natural causes was es-
timated to be lower than 1 in 870,000 (Snyder-Beattie et al. 2019).
While natural risks have stayed almost constant over the span of 
human history, anthropogenic risks have not. Since the first deto-
nation of an atomic bomb, several man-made risk scenarios have 
emerged, and even more may be revealed in the future. The most 
prominent anthropogenic risks and their estimated likelihood 
to threaten humanity’s potential, according to Ord, are listed in 
Table 1. The fact that numbers are attached to the subject does 
not imply that any reliable statistical analysis of the risk has been 

A

Extinction risks and resilience: A perspective on existential 
risks research with nuclear war as an exemplary threat
by Johannes Kattan

To achieve more clarity, it is proposed here that 
 extinction risks should be discerned more clearly from 
other aspects of existential risks. Human extinction is 
an outcome that can be precisely defined in biological 
terms. It should be analysed separately from scena
rios in which the subjective quality of human life is 
the concern.
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achieved and the reader should consciously correct for the human 
tendency to associate numbers with accuracy here. Partly due to 
such propensities, the presentation of concrete numbers regarding 
such risks has been criticised (Torres 2021; Cremer/Kemp 2021). 
Nevertheless, I would suggest that despite justified worries, it is 
still more useful to present these numbers with a warning than 
to rely solely on descriptive terms such as “very unlikely”, which 
invite diverging interpretations and can in this context be close to 
meaningless. Moreover, such numbers allow for a more effective 
critique and discussion of estimated likelihoods.

Adapted from Ord (2021: 140). The author noted that due to 
 uncertainties some estimates might easily be off by three orders of 
magnitude.

According to Ord, the threat to human potential emanating from 
human progress is estimated to be far higher than the one orig-
inating from natural risks. Moreover, even within anthropogen-
ic risks, almost all the risk stems from a few risk factors, with 
unaligned artificial intelligence alone being responsible for more 
than half of the total existential risks. It should be noted that if 
only human extinction would be used as a criterion, some of the 
chances of these risks might be lower, as the criteria applied by 
Ord include other outcomes as well. In such a case, a separate 
analysis for extinction risks could offer more clarity.
Some of these estimates have been deemed as much too low on 
climate change and nuclear war (Sears 2021), or too high in the case 
of unaligned AI (Sand 2021). However, in the former case, the re-
buttal does not offer any specific counterargument for why the esti-
mates are too low. Instead, it is only stated that they “seem” too low. 
Strikingly, it appears that in many discussions on the topic there is 
a tendency to ignore or underestimate resilience factors and mech-
anisms which would protect modern humanity from extinction.
Here we will discuss some of these resilience factors, using nuclear 
war as a detailed example. Nuclear war has been the first existen-
tial threat humanity has become aware of and it lately achieved a 
comeback in public awareness. It also shares some characteristics 
with risks such as massive volcanic eruptions, making it possible 
to generalise at least some conclusions. Following an analysis of 
nuclear war and the resilience factors of humanity regarding ex-

tinction, we will discuss some of the ethical aspects in the current 
discussion of these threats.

The nuclear threat
The nuclear attacks on Japan did not immediately change the na-
ture of warfare, as the casualties were not higher than those suf-
fered in one of the raids on Tokyo by conventional bombing (Searle 
2002; Harwell/Grover 1985). What changed was the ease with 
which casualties in the hundreds of thousands could be inflicted. 
However, the invention of fusion weapons and increase in number 
of warheads since then has amplified the potential for destruction 
by many magnitudes. The three atomic bombs the US possessed in 
1945 had a combined explosive yield of 55 kt (55.000 tons of TNT 
equivalent). In 2018, the armament of the US consisted of about 
4,000 active warheads, with a total yield that can be estimated at 
roughly 700.000 kt (Kristensen/Norris 2018). Not included there-
in are warheads awaiting dismantlement as well as those of other 
nations, adding up to a total inventory of almost 13.000 warheads 
worldwide today (Kristensen/Korda 2022). Notably, this is but a 
fraction of the cold war arsenal, which has been reduced by 82% 
since 1986, thus demonstrating that disarmament is feasible. On 
the contrary, international tensions have caused a shift to moderni-
sation and rearmament of national arsenals (de León 2019).

NATO and Russia together field over 90% of the current global 
nuclear arsenal. The conflict in Ukraine has without a doubt im-
mensely increased the risk of an escalation between these power 
blocks and with it the deliberate or accidental usage of their nu-
clear weaponry. No robust statistics are available on the chances of 
a nuclear war breaking out, as there never has been any historical 
precedent of a nuclear exchange. We can only analyse events that 
posed the threat of an escalation, such as the Cuban Missile Crisis 
or the numerous accidents of nuclear arsenals, to estimate how 
close we might have come in the past. Recently, the president 
of the Nuclear Threat Initiative has stated a personal estimate of 
a 0.5% chance of a nuclear war for each year (Rohlfing 2022). 
What is sure is that it is a substantial threat that is currently 
 increasing in its urgency to be addressed.

Direct effects of the detonations
The two bombs dropped on imperial Japan have given the world 
a horrifying preview of what the consequences of a global nuclear 
war might look like. If the nuclear power blocs of NATO and 
Russia were to slide into a full exchange of their arsenal, millions 
of people would die within hours. Some of them would succumb 
to fatal burns from thermal radiation, others would be killed by 
collapsing buildings and other effects of the blast wave, and some 
would be trapped in the spreading fires. Within the next weeks, 
more would die from fatal radiation exposure.
It is already difficult to predict the extent of these direct casualties. 
One cannot simply scale up the effects of the bombs dropped on 
Japan. First, the increase of explosive yield in nuclear weapons 

NATO and Russia together field over 90% of the 
 current global nuclear arsenal. The conflict in Ukraine 
has without a doubt immensely increased the risk of 
an escalation between these power blocks and with 
it the deliberate or accidental usage of their nuclear 
weaponry.

Table 1: Estimates for the chances of an existential catastrophe 
 curtailing humanity’s potential

Existential catastrophe via Chance within next 100 years
Asteroid or comet impact ~ 1 in 1,000,000
Supervolcanic eruption ~ 1 in 10,000
Stellar explosion ~ 1 in 1,000,000,000
Total natural risk ~ 1 in 10,000
Nuclear war ~ 1 in 1,000
Climate change ~ 1 in 1,000
Other environmental damage ~ 1 in 1,000
“Naturally” arising pandemics ~ 1 in 10,000
Engineered pandemics ~ 1 in 30
Unaligned artificial intelligence ~ 1 in 10
Unforeseen anthropogenic risks ~ 1 in 30
Other anthropogenic risks ~ 1 in 50
Total anthropogenic risk ~ 1 in 6
Total existential risk ~ 1 in 6
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does not translate into an equal increase in destruction. With an 
increasing yield of the bomb, the fraction of energy released that is 
travelling over a two-dimensional landscape is becoming smaller 
compared to the total energy that is released in three-dimension-
al space. Thus, the shockwave of a typical Russian warhead de-
stroys an area 9 times larger than the bomb dropped on Nagasaki, 
even though it possesses 27 times the explosive yield (Bell/Dallas 
2007). Second, these Japanese cities were densely populated cen-
tres. In a realistic nuclear war scenario, the combatants would not 
distribute their arsenal on cities worldwide equally. Instead, in-
dustrial and military facilities would be targeted as well and might 
even be preferred over civilian targets (McKinzie et al. 2001). Es-
pecially ICBM (intercontinental ballistic missile) sites would be 
of high priority, given that their destruction would be the best 
chance to reduce one’s own casualties. Nuclear strikes could also 
be expected to be focused on the participants of the conflict, with 
overkills of employed warheads in some areas. At the same time, 
the continents of South America, Australia, and Africa might be 
spared direct attacks completely. Estimates for direct casualties in 
the US alone through a Russian strike range from 30 million to 
over 100 million deaths (Helfand et al. 2002; Rodriguez 2019). 
Including other NATO countries and Russia, the total amount of 
casualties can likely be tripled or be estimated even higher if more 
countries are considered involved.

Nuclear winter
Yet, most casualties will likely be caused by the onset of a nuclear 
winter. The intensity of the fires is expected to carry soot and 
small particles up into the higher stratosphere, blocking a signif-
icant percentage of sunlight. This in turn is predicted to lead to 
a drastic cooling of global temperature of about 8°C, with some 
continental regions suffering decreases of temperatures by 20 to 
30°C during the first year (Coupe et al. 2019; Robock et al. 2007). 
Combined with a decrease in precipitation, this means that many 
regions will suffer an almost complete loss of crop yields during 
the first years (Harwell/Grover 1985; Robock 2010). Soot aero-
sols have a long residence time in the atmosphere, so it might take 
more than a decade for surface climate to recover (Robock et al. 
2007; Wagman et al. 2020). Even a local nuclear war scenario be-
tween India and Pakistan could put more than two billion people 
at risk of starvation – and over five billion people are estimated to 
starve after a potential nuclear war between the United States and 
Russia (Xia et al. 2022).
An important factor to consider here is that food supplies will 
vary highly between different localities. The change in climate 
will not be the same globally, with the southern hemisphere and 
maritime regions being much less affected. Some places are pre-
dicted to experience a comparatively mild cooling of 2 to 3°C 
(Coupe et al. 2019). Thus, in some regions at least parts of the 
harvest could probably still be brought in. Next, there are differ-
ences in the size of food stockpiles that countries have available. 
Some countries will quickly run out of reserves, while others will 
tend to have storages large enough to help them through the first 
months (Robock 2010). Certain sources of food like fishing and 
animal herding will be less impacted by the drop in temperature, 
giving the populations with access to them at least some sourc-
es of calories until the climate starts to recover (Robock 2010). 
Additionally, greenhouses could be used to mitigate the impact 
of fallout and lower temperatures. In short, the factors influenc-

ing the chances of communities to survive a nuclear winter vary   
considerably  depending on location, available resources, and 
sheer luck.

Fallout
About 500.000 kt worth of nuclear weapons tests were conducted 
above ground until 1971. In 1961/1962 alone, a total of 340.000 
kt was detonated, corresponding to about half of the currently 
active nuclear arsenal of the United States. The fallout created by 
these tests did inflict serious harm locally, but globally the expo-
sure remained far below the natural background radiation. In a 
nuclear war scenario, the fallout might be considerably higher and 
increase cancer and birth defect rates globally, but it would not be 
high enough to threaten general survival. Regarding agriculture, 
there are large differences, up to four orders of magnitude, when 
it comes to the proclivity in which plants take up radioactive iso-
topes (Rantavaara 1987). Thus, preferencing certain vegetables 
and fruits might help to substantially reduce exposure through 
food intake. At least until recently, one hundred residents who 
had resisted evacuation were still living in the heavily contami-
nated exclusion zone of Chernobyl, despite its radiation (Global 
Resilience Institute 2019). Ironically, the ecosystem around the 
power plant has recovered to such an extent that it is now richer 
and more stable than it was before the incident (Hopkin 2005). 
The radioactive contamination has proven to be less hazardous for 
wildlife than the previous human settlements.

Threat of extinction through nuclear war
Taking into account everything we know about nuclear war and 
nuclear winter, it is unlikely that it would directly lead to the 
eradication of all of humanity (Ord 2020: 87; Oman 2012; Rob-
ock 2010). The creators of current nuclear winter climate mod-
els themselves make no such claim, and some of them outrightly 
deny that a nuclear winter is expected to lead to human extinction 
(Robock 2010). A recent study has estimated that a nuclear war 
between NATO and Russia would cause about five billion casu-
alties from direct effects and starvation, meaning that 67% of the 
world population would die within two years (Xia et al. 2022). 
These numbers are of course enormous in their implications, but 
they are relatively far away from an extinction scenario. Nonethe-
less, beyond the extensive nuclear testing in the past, there has 
never been a precedent for such an event, so the threat of ex-
tinction cannot be excluded either. Different considerations apply 
when it comes to the collapse of nation-states or civilisations on 
a global scale as possible consequences. Heavy destruction of in-
frastructure in the combatant states, breakdown of trade, and des-
perate competition for food and other resources might very well 
cause a breakdown of social order and supply chains worldwide.

The factors influencing the chances of communities to 
survive a nuclear winter vary considerably depending 
on location, available resources, and sheer luck.

Taking into account everything we know about nuclear 
war and nuclear winter, it is unlikely that it would 
directly lead to the eradication of all of humanity.
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Prevention and deterrence
The only certainty about a nuclear war is that it would be a disaster 
of hellish dimensions. The obligation to prevent it can be derived 
rather directly from that fact. It is more complicated to decide which 
policies should be enacted to do so. For example, if a state tries to 
gain advantages by intimidation through the threat of nuclear esca-
lation, then our intuition might suggest that compromising to such 
demands is the best strategy to avoid a nuclear disaster. This can be 
backed up by several historical examples in which confrontational 
doctrines have almost caused catastrophic escalations. However, a 
successful intimidation might encourage further aggressive actions, 
thus potentially increasing the threat of escalation in the long run. 
Most questions of such concrete policies are too complex and situ-
ation-specific to be given sufficient justice here.
To name just a single concrete suggestion, a comparatively simple 
and attainable change of doctrine would be the cutback of land-
based ICBMs. A severe problem of current nuclear deterrence 
strategy is that the reaction time to any assumed attack is very 
short. If a nation does not launch its ICBMs in time, they will 
likely be incapacitated by an incoming nuclear strike. This limited 
reaction time increases the chances that an attack is carried out by 
a false alarm. The enemy side would then be compelled by their 
deterrence doctrine to conduct the strike they had been wrong-
ly suspected of, causing a full exchange. A solution proposed by 
former Secretary of Defence W. Perry is to give up land-based 
ICBMs entirely in favour of weapons carried by aircraft and sub-
marines, as these do not have to be fired immediately for effective 
deterrence (Perry/Harris 2020).
An interesting unknown is the likelihood and extent to which 
leaders and military personnel would follow through with a re-
taliation strike. Mikhail Gorbachev is reported to have refused  
to give the order for a nuclear strike as part of a war simulation, 
creating the impression on soviet generals that he would neither 
do so under a real nuclear attack (Sebestyen 2010). The cold-war 
paradigm of “mutually assured destruction” might dictate  nuclear 
retaliation as the vital part of deterrence, but very limited  reason 
for it remains once deterrence has already failed to protect a nation 
from a full first strike. To assure deterrence, some might consider 
installing an AI with control over the arsenal, which would be 
programmed to retaliate once certain parameters are met. If it 
is kept protected from cyber-attacks, which is a critical assump-
tion, the program should be incorruptible and, being devoid of 
any emotions like doubt, guilt, or mercy, retaliate faster and more 
 reliably than human personnel. It can also still retaliate if the 
entire military leadership is already taken out. Thus, the enemy 
should be even more discouraged from launching a first strike and 
the reaction time to an enemy strike might be increased. In fact, 
an assumingly semi-autonomous system for this very purpose, 
named Dead Hand, has already existed in Russia since the Cold 
War and is considered to be still operational. Whether such a pro-
gramme increases or decreases in total the likelihood of a nuclear 
war remains up for debate. Something to be considered here is 
the substantial number of technical errors that have already led to 
false alarms during the Cold War (Forden et al. 2000).

Resilience factors against extinction
The proliferation of nuclear weaponry and international 
 tensions are undoubtedly risks to humanity's existence. In the 
 following section, we will on the other hand look at elements 

and  mechanisms that are protecting humanity from extinction. 
These will be considered here as resilience factors. One factor that 
has already been mentioned is that modern humanity is stratified 
in a vast variety of habitats, each differing in their susceptibility 
to specific catastrophic scenarios. In case of dramatic tempera-
ture changes, there will likely still be zones that remain or would 
 become habitable. This can limit threats of extinction posed by 
a nuclear winter, super volcano, or climate change scenarios. 
 Diversity of cultures and lifestyles are further factors that reduce 
the likelihood of one threat causing extinction. For example, there 
are still tribes with limited connection to the outside world – and 
some actively avoid any contact (Sasikumar 2018). This reduc-
es the likelihood that those communities would be affected by a 
global pandemic spreading between otherwise interconnected so-
cieties. Technology, though being the main source of current exis-
tential risks, it is at the same time an extremely valuable protective 
 factor. It can directly  mitigate risks, for example through vaccine 
development respective to pandemics or carbon capture respective 
to climate change. Even if mitigation is impossible, it might still 
help  humanity to survive. In a nuclear winter, gardening lamps 
could be used to grow food, while some of the renewable energy 
sources  could be utilised at least for a limited time independent 
from  fossil fuel supply chains.
Nuclear war on its own might possess only a low likelihood to 
wipe out humanity, but it has been argued that several such 
 catastrophic events combined could be sufficient to cause ex-
tinction. These events might arise either in parallel or cause each 
other sequentially in a cascade effect (Marques 2020; Steinmüller/ 
Gerhold 2021). A catastrophe could exacerbate certain other 
risks, for example by increasing international tensions. How-
ever, anthropogenic existential risks can also limit each other in 
 negative feedback loops. Anthropogenic threats stem from the 
growing power potential and impact of humanity. A catas trophe 
which severely diminishes humanity will in many cases also   
decrease the prevalence of anthropogenic threats. It might be 
our intuition that, like a boxer, humanity will be even more  
vulnerable once it took a hit. The COVID-19 pandemic 
has at least partly been an example counter to this. With the  
beginning of lockdowns, worldwide CO2 emissions have  
decreased substantially in 2020 compared to previous years  
(Liu et al. 2020; Sikarwar et al. 2021). It stands to reason that 
a pandemic, or any other event which disrupts transportation 
and industry, will cause a decrease in emissions. Another exam-
ple would be the mentioned recovery of the ecosystem around 
Chernobyl. A catastrophe can also be self-limiting. For instance, 
a lethal and contagious pathogen will destroy its own means of 
replication by decimating the host population. As a consequence, 

Nuclear war on its own might possess only a low like
lihood to wipe out humanity, but it has been argued 
that several such catastrophic events combined could 
be sufficient to cause extinction. However, anthro
pogenic existential risks can also limit each other in 
negative feedback loops. The COVID19 pandemic has 
at least partly been an example to this. With the be
ginning of lockdowns, worldwide CO2 emissions have 
decreased substantially in 2020 compared to previous 
years.
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it would in most cases die out before it could infect and kill all 
of humanity (Adalja 2016). Obviously, falling victim to a global 
 catastrophe that cuts humanity short is not an acceptable solu-
tion. Nonetheless, at least a degree of reassurance lies in the 
thought that if humanity fails to prevent one global catastrophe, 
the chance that another one sets in right afterwards might be in 
some cases lower, not higher than before.

These are just a few examples of factors and mechanisms that pro-
tect humanity from extinction. The list is far from exhaustive, and 
each factor offers protection against some threats and not against 
others. One possible threat that ignores most of these protective 
factors is the emergence of an artificial general intelligence (AGI) 
that acts against human interests. In such a scenario it would 
for example probably matter little what technologies humanity 
possesses, as an AGI could likely utilise them more effectively. 
Several scenarios of how an AGI might become dangerous have 
been proposed and despite little consensus on how likely these 
are, there are by now several experts who believe AGI to be one of 
the biggest threats to human existence (Bostrom 2014; Ord 2020: 
124-126; Vold/Harris 2021).

General resilience against extinction
The bubonic plague, also known as Black Death, is estimated to 
have killed about a full third of the European population in the 
14th century (Glatter/Finkelman 2021). The event was traumatic 
in nature, caused people to expect the advent of the apocalypse, 
and affected the power balance in Europe. However, it did not 
lead to the full collapse of any major society. In fact, during the 
decades following the plague, the life of the common people im-
proved in many regions of Europe. The number of workers had 
decreased, while the infrastructure and farmland remained largely 
untouched. This resulted in cheaper land and a rise in the price 
of labour, thus favouring the poor. Employers were forced to pay 
workers better wages, offer food of higher quality, and grant more 
freedoms (Scheidel 2018: 291-313). Despite such catastrophes, 
the existence of humanity was not seriously endangered until the 
modern age. When tribes and cultures vanished, the reasons were 
– in most cases, at least – societal changes and not the extinction 
of the whole community (Middleton 2012; Hunt/Lipo 2012). 
While being apocalyptic for the people it directly affected, the 
plague and similar catastrophes have become on a historical scale 
mere steps of human progress. This perspective should not rela-
tivise the human suffering involved, but it may help to preserve 
confidence in the future of our species.
Besides extinction, another catastrophic outcome that is often 
considered existential is the collapse of civilisation on a global 
scale. It has been proposed that in such a case humanity might 
find itself in a world so ravaged that it would never fully recover 
again, thus remaining in a “primitive” state (Steinmüller/Gerhold 
2021; MacAskill 2022). While possible, I would argue that such 
a fate is at least not a likely one. There are only few catastrophes 
from which Earth would not recover eventually. Ash clouds pre-
cipitate, radioactivity declines, and ecosystems adjust. With re-
covery of the environment, humanity should be able to recover as 
well. Especially since it will be surrounded by artefacts of former 
civilisations, pointing the way to what it has already achieved in 
the past. Even if a catastrophe is significant enough to cause the 
total collapse of society, not all knowledge would be lost, as there 

would still be written records and the memory of the survivors. 
There would also be many resources available by scavenging de-
stroyed cities, the tombs of the former civilisation. Precious met-
als that had to be dug up and purified with great effort in our 
early history would be scattered on the surface and thus be easily 
available. A major hurdle might be to attain energy sources, as 
there will be much fewer fossil fuel sources available than during 
the industrial revolution. In a case of a second industrialisation, 
other sources of energy might be utilised in addition. Plastic, left 
over from the previous civilisation, for example has a relatively 
high energy density and could be collected as a fuel. Even without 
facilities to create modern machines, the survivors could likely 
still use some of the remaining machinery for years, decades, or 
centuries. Those relics and the remaining records should speed up 
the technological recovery by serving as direct blueprints. Some of 
the modern crops, fruits, and farm animals, for which it took mil-
lennia of breeding, would likely survive as well (MacAskill 2022), 
allowing for more efficient farming than in early agricultural soci-
eties. The millions of ruins of abandoned houses would give valu-
able shelter, for which most caveman would have probably traded 
their favourite flint stones. As long as no other catastrophe sets in 
to finish what the first started, humanity would probably recover. 
If conditions after a catastrophe were too harsh for recovery, it is 
unlikely that humanity would survive for long at all. In the end, 
even a catastrophe killing 99% of humanity and making many ar-
eas of the planet temporarily uninhabitable would not necessarily 
destroy the capacity for humanity to recreate societies as advanced 
as our own in the long-term.

Techno-utopian ideas in longtermism
As laid out before, it would be unlikely that a nuclear war would di-
rectly lead to the extinction of humanity. Yet, I do not wish to sug-
gest that this estimation reduces our moral obligations to prevent 
such a hellish event in any real sense. It would be an even worse fate 
if a nuclear war would not only cause the death of billions of people 
but would also lead to the extinction of humanity. However, from a 
practical point of view, the death and immense suffering of billions 
is already such an extreme scenario that the additional threat of 
extinction, no matter how significant in its implications, can barely 
increase the urgency of the matter, because its importance is already 
close to the absolute. The situation is similar with threats such as 
synthetic pathogens or climate change.
Compared to such threats, the possibility of an unaligned AGI is 
more hypothetical and appears of little urgency considering our 
immediate future. However, in case of its emergence, it might 
pose a significant chance to cause extinction or other long-term 
catastrophic consequences. Yet, the level of resources and research 
spent on AGI safety is currently minimal (Ord 2020: 53). There-
fore, some argue that such threats should receive additional, if not 
our utmost attention. “Longtermism” is the idea that positively 
influencing the long-term future is a key moral priority of our 
time (MacAskill 2022). The main argument of longtermism is 
quite straightforward. The life of a human being in the future 
should be fundamentally considered just as valuable as one in the 
present. However, there are further implications and arguments 
made by some longtermists which go beyond this simple accept-
ance of the value of the future.
Several longtermists are influenced by the mentioned techno-uto-
pian ideas. These are mostly predicated on utilitarianism, transhu-
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manism, and a belief that technological progress will radically im-
prove the well-being of humanity. Utilitarianism prescribes that 
the best action is the one that brings the most well-being to the 
most people. Transhumanism invokes the idea that the human 
race should evolve beyond its current physical and mental limita-
tions, primarily by means of technology (Bostrom 2005). Lastly, 
humanity’s potential is considered dependent, if not in some cases 
synonymous, with progress in science, technology, and explora-
tion of space (Bostrom 2013). Therefore, supporters of these ideas 
consider events which will close off such progress to be existential 
risks as well.

Moreover, there exists a strong version of longtermism, which 
proposes that positively influencing the long-term future is not 
only important but fundamentally ought to take priority over 
other concerns (Greaves/MacAskill 2021). According to it, the 
value of future generations is almost infinitely higher than the one 
of current generations (Bostrom 2013; Greaves/MacAskill 2021; 
Torres 2017). This derives from the premise that the future might 
contain an almost countless number of human individuals. Fur-
ther, those yet to be born are assumed to have better lives than we 
currently do, mainly due to technological progress. Consequen-
tially, the moral value of all these future generations would be far 
higher by quantity and quality than that of currently living hu-
mans. While this argument may be internally coherent, it is based 
on assumptions which are not necessarily shared by a majority of 
people (Cremer/Kemp 2021). Even more importantly, some of 
the proponents of strong longtermism have pushed this line of 
argument to the point that it appears to effectively undermine the 
worth and rights of human beings by statements such as:
“One might consequently argue that even the tiniest reduction 
of existential risk has an expected value greater than that of the 
definite provision of any ‘ordinary’ good, such as the direct benefit 
of saving 1 billion lives.” (Bostrom 2013).
Another controversial assertion is that it should be open to con-
siderations to introduce surveillance systems that would fully 
monitor every person on the planet in real-time (Bostrom 2019). 
Such controversial argumentation at least begs serious questions 
about its underlying motivation, worldview, and assumptions.
Considering the latter, it is for example questionable to which 
 degree the moral aspects of human existence can be reduced in any 
manner to calculations. It is also debatable to which degree con-
tinued rapid progress in technology will be more likely to make 
humanity’s existence better and safer. After all, the largest fraction 
of current existential risk comes from technological  advances. 
Moreover, there is pragmatic wisdom to applying a certain  degree 
of temporal discounting to ethical decisions.  Considering the 
far future as less predictable than the near future, interventions 
 oriented toward the near future might be overall more effective 
(Fawcett et al. 2012). This issue is intensified by our ignorance 
about the degree to which non-existential problems can exacer-
bate existential risks (Liu et al. 2018). Even the effectiveness of 
planning based primarily on predictions can be put into doubt by 

the Black Swan theory, which assumes that the most influential  
events are the ones that are most difficult to predict (Taleb 2016).
Besides extinction, longtermists are also worried about the 
 possibility of a lock-in of negative values, meaning that certain 
undesired values might become so entrenched in the culture 
of the future that they will persist over an extremely long time 
 (MacAskill 2022). Therefore, the formation and guarding of good 
moral values are considered as an essential step towards a  better 
future. However, strictly acting out some of the more  fanatic 
 suggestions of longtermism, such as sacrificing millions or more if 
this is perceived to be a necessary step to protect a desired  future, 
would likely foster totalitarian values. An extreme version of 
longtermism might itself create one of the catastrophic outcomes 
it is setting out to prevent.
Moreover, we should not forget that we are not uninvolved 
 decision-makers when it comes to ethical problems. Ignoring 
the plight of humans close to us for the hypothetical benefit of 
 future generations might not only be ethically questionable (Tor-
res 2021) but might also have an impact on our psyche. After 
all, it has been shown that we subconsciously utilise our past 
behaviour for our decision-making, self-informing ourselves by 
our former actions (Albarracín/Wyer Jr. 2000). If we ignore the 
suffering of others, because we believe that doing so will bring a 
better outcome, then this might generalise such an unempathet-
ic response. Moreover, prioritising existential threats over other 
problems might create an incentive for people involved in these 
discussions to paint the issue they are lobbying for as an existential 
risk. While it is important to bring attention to a problem, there 
can be downsides to presenting a problem as a matter of general 
human survival.
On the other hand, longtermists such as Toby Ord or William 
 MacAskill have offered inspiring visions of a successful path into 
the future and some well-founded arguments for taking respon-
sibility for ensuring the prosperity of forthcoming generations. 
This can motivate us to be even more engaged in preventing 
 outcomes that would not only harm future but also present 
 generations. Not to mention the many other individuals, organi-
sations, and schools of thought that emphasise the need for long-
term thinking in our societies along their own specific ideas and 
ideals. In total, many of the arguments made by longtermist have 
worth and validity, but I agree with their critics that these should 
still be challenged by other ethical and philosophical perspectives 
before being handed to policymakers.

Public communication of risks
Nuclear war is often depicted as an event that would annihilate 
humanity’s existence. One possible reason for that portrayal is 
that it offers a potent picture to warn the public of its dangers. 
It is very salient, easy to comprehend, and emotionally charged. 
If the framing of a risk as an extinction risk is a superior strat-
egy for gaining support and facilitating the prevention of such 
 catastrophic risks, then it might be considered justifiable to do 
so. However, there are likewise costs attached to overstating a risk 
which should be considered.
A direct consequence of hyperbolical messaging might be the 
 deterioration of the reputation of the corresponding activists 
and agencies. Therefore, some people will become sceptical of 
any valid information given by them as well. Further, if there is 
a  multitude of threats that are discussed in such an intense man-
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on utilitarianism, transhumanism, and a belief that 
 technological progress will radically improve the 
wellbeing of humanity.
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ner, then the anxiety-provoking input might become so intense 
that it causes counter-productive coping mechanisms such as 
with drawal, paralysis, fatalism, or nihilism. Climate change has 
for example manifested in too many minds as a comparatively 
quick transition from denial to despair. None of those mental 
states generally  allow for effective action. In several countries 
over half of the young population now believes that humanity 
is doomed (Marks et al. 2021). Some activist statements even 
caused  climate researchers to warn against needlessly frightening 
children  (Courtney-Guy 2019).
With nuclear war, one would hope it to be sufficient to communi-
cate that a large percentage of people in the West would likely die 
from the consequences of a full nuclear exchange between NATO 
and Russia. A vivid imagery of what that would mean is given 
by the eyewitness accounts from the bombing of Hiroshima and 
Nagasaki (Nuclear Weapon Archive 1995). Similarly, concrete 
scenarios can be drawn for the consequences of climate change, 
without falling back to claims of imminent extinction.
And last, assuming that we are not one of the last generations 
might motivate us even more to avoid global catastrophes. After 
all, if people assume that humanity will vanish very likely anyway 
due to all the threats looming ahead, then they might comfortably 
fall back to a state of nihilism. This way they may reject having 
any responsibility for the future at all. However, if we assume we 
will be judged by future generations for our actions and inactions, 
then we will have to face being remembered for how we have han-
dled ourselves in the face of the coming challenges.

Conclusion
The good news is that humanity seems in most metrics currently 
quite resistant against being fully wiped out. At the same time, 
events that would not terminate humanity but vanquish modern 
civilisation or cause the death of millions are much more likely.
A simple explanation why people might overestimate the likeli-
hood of human extinction is that with a scenario such as nuclear 
war, it is indeed likely that we and the world we know would be 
annihilated. Such a mental image can understandably be mistak-
en for the end of humanity. However, it might do us well to re-
member that humanity does not vanish with us, our community, 
or our nation. It might be at least a little bit of solace that the 
future of humanity does not solely rest on us and that others will 
likely carry on if we do not make it.
As expressed, a threat should not need the label of an extinction 
risk to be taken seriously enough. Even without the biological 
survival of our species on the line, we should have plenty of in-
centives to avoid pandemics, ecological catastrophes, or nuclear 
exchanges. Longtermists are fully right in their diagnosis that our 
societies suffer from a pathological case of short-termism. For sure 
more must be done to safeguard our future. Nevertheless, how the 
well-being of current generations should be balanced against that 
of future generations remains a difficult problem. What can be 
said firmly is that any approach which seriously neglects one of 
the two sides will fall short morally and practically.
Therefore, it only makes sense to have an extra place on our 
agenda for threats which currently pose little immediate danger, 
but which have a realistic chance of cancelling humanity forever. 
In this regard, AGI stands out as a black box regarding its risks, 
which should be a reason to be cautious and to invest more re-

sources than currently in preventive measures. While no precise 
prediction can be made of all the beneficial and harmful conse-
quences of an AGI, I would agree to put it as the currently most 
dangerous long-term risk, partly because of its potential ability to 
nullify almost all resilience factors of humanity.
In this paper, risks not related to extinction were largely left aside. 
That is not to say that they are of less importance. The threat of 
humanity being trapped in a totalitarian or otherwise dystopi-
an state might very well be greater than the one of extinction. 
Further, only few of the possible interactions between different 
risks were considered. These might play important roles and are 
currently insufficiently investigated. Possible interactions might 
make it even harder to find clear policies – especially in cases in 
which certain interventions against one risk might increase oth-
er risks. Regarding nuclear war, any careless escalation must be 
avoided. At the same time, appeasement towards authoritarian 
governments might increase the chance of other existential risks 
manifesting. In this sense, it might be useful to imagine humanity 
walking not only along a precipice, as described by Ord, but on 
a mountain ridge, with precipices falling off to both sides. No 
single doctrine can be safely trusted. Instead, a wise balance will 
be needed to reach the other summit.
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Does longtermism depend on questionable forms of 
 aggregation?
Marina Moreno

most important moral goals, if not the singular most important 
one.

The above argument relies on a crucial moral assumption; namely 
that welfare can be aggregated across individuals to form better 
goods and worse bads. The thesis that moral importance is rel-
ative to the number of individuals affected lies at the heart of 
aggregationism. With his famous paper Should the numbers count? 
in 1979, John Taurek challenged this thesis and sparked a debate 
that is still on-going today (see Taurek 1977). For instance, in her 
recent monograph Non-Aggregationismus: Grundlagen der Alloka-
tionsethik, Weyma Lübbe defends a rigorous non-aggregationist 
position (see Lübbe 2015) – and various other authors have pro-
posed alternative ways to morally count or not count the number 
of people affected by a decision as well.
In this paper, I aim to explore the challenge a strongly non-ag-
gregationist position poses for longtermism and its implications, 
such as a strong moral focus on extinction risks, and point to the 
relevant research questions in this area. To this end, I will first 
locate and contrast the version of longtermism I am concerned 
with and show how it implies a certain anti-presentism in section 
2. In section 3, I will then motivate non-aggregationism and de-
fend it against an obvious objection. Subsequently, I will move on 
to section 4, where I consider what non-aggregationism implies 
regarding the longer-term future and large-scale decisions, such 
as where to invest resources and which career path to choose. At 
this point I will show that non-aggregationism seems to suggest 
a long-term focus as well. However, in section 5 I will raise and 
discuss complications regarding the probabilities with which in-
dividuals today and in the future can be affected. These compli-
cations, I will ultimately argue, suggest that non-aggregationism 
does not in fact recommend a long-term focus after all. Rather, it 
points to a near- to medium-term focus instead. Section 6 con-
cludes with a summary and an outlook for further research into 
the issues discussed.

Aggregation, longtermism and (anti-)presentism
In Reasons and Persons, Derek Parfit asks us to consider and morally 
compare the following three scenarios: a) peace, b) a war that kills 
99% of the human population and c) a war that kills 100% of the 
human population. While it stands to reason that a) is better than 
b) and b) is better than c), Parfit offers the striking thought that 
the difference in goodness between b) and c) is vastly larger than 
the difference between a) and b). This is due to the fact that c) 
implies the loss of all of humanity’s possibly astronomically large 
future, while b) still allows for a full human recovery (Parfit 1984: 
453-454). To the extent that the goodness of outcomes ought to 
crucially influence our moral decision-making, Parfit’s reasoning 
supports a priority of the far off long-term over the short-term.

e are constantly making choices about how to invest our 
time and resources. From a moral perspective, we must 
ask which moral concerns are most deserving of our 

attention. Longtermism, as e.g. defined by Greaves and MacAskill, 
holds that our moral focus should be on the long-term future, and 
that current and medium-term moral problems are comparatively 
 insignificant. This theory is centrally based on the assumption that the 
moral importance of individuals can be aggregated. Since the number 
of individuals of future generations far exceeds the number of  current 
individuals and those closer in time, future generations are to be 
 morally prioritised, according to longtermism. This paper explores the 
implications of rejecting the premise of moral aggregation of indivi-
duals and adopting a strongly non-aggregationist position instead.  
It is argued that, according to strong non-aggregationism, the mag-
nitude of the probability with which our intervention actually make 
a difference, as well as whether we look at the available interven-
tions from an ex ante or ex post perspective, are relevant factors in 
their moral assessment. Ultimately, the conclusion is reached that 
strong non- aggregationism does likely not support strongly longtermist 
 conclusions. 

Keywords: Longtermism; aggregation; extinction risks; unaligned AI

Introduction
Ever since humanity has gained the technological potential to de-
stroy itself, extinction risks have increasingly been the focus of 
political and philosophical debates which have in turn sparked 
efforts to minimise these risks. One important line of argument 
supporting this focus is suggested by recent literature, according 
to which it is one of the most important moral imperatives to let 
our actions be guided by a long-term perspective. The basic argu-
ment for this claim runs as follows: Humanity has the potential 
to go on existing for a very long time before going extinct. During 
this time, a very large number of morally considerable individuals 
(humans, animals, and potentially digital minds) could come into 
existence. Since these individuals are just as morally important 
as similar individuals living today, their aggregated moral impor-
tance outweighs the moral importance of present generations by 
far. Thus, ensuring the existence and influencing the welfare of 
the large number of generations in the far future is among the 

W

Longtermism holds that future individuals are just as 
morally important as similar individuals living today, 
therefore their aggregated moral importance out-
weighs the moral importance of present generations 
by far. Thus, ensuring the existence and influencing 
the welfare of the large number of generations in the 
far future is among the most important moral goals,  
if not the singular most important one.
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Based on such considerations, many longtermists have followed 
Parfit to further develop this argument. For instance, Nicho-
las Beckstead defends the claim that influencing the far future 
is  morally overwhelmingly important, i.e., more important than 
most other moral goals, because the expected value of the far 
 future is astronomically great (Beckstead 2013: 2, ch. 3). Simi-
larly, Nick Bostrom suggests that existential risks reduction to 
avoid the above scenario c) ought to be our global priority and 
serve as a strongly action-guiding principle, more strongly so than 
other considerations exclusively affecting the well-being of pres-
ent generations. That is, he argues that there is a moral case for 
existential risks reduction being more important than any other 
global public good, as well as that many existential risks will not 
arise right now, but rather in the foreseeable future, such that our 
global priority ought to be to build resilience against them. These 
two claims taken together imply that other policies which affect 
the well-being of present generations that might, for instance, 
starve within the next couple of years, are globally less important 
than existential risks reduction, whether this can be achieved in 
the short- or medium-term (Bostrom 2013: 1). A more compre-
hensive case for this kind of priority of the long-term over the 
near-term and medium-term has recently been developed by 
 William MacAskill and Hillary Greaves (2021). They define the 
notion of the so-called “strong longtermism” which, in contrast to 
softer versions of longtermist thinking, holds that the long-term 
future is the most important moral feature of our present actions 
(Greaves and MacAskill 2021: 3-4, 26-27). Similarly, Toby Ord 
has recently argued that the prevention of extinction risks, wheth-
er presently relevant or likely to hit in the further future, ought 
to be one of, if not the most important of our global priorities 
(Ord 2020).
As I have outlined the arguments in the longtermism literature 
so far, longtermism seems to imply a certain anti-presentism, 
i.e., the view that the impact of our actions on present genera-
tions matters little in contrast to the impacts on the far future.1 
This anti-presentist implication could be resisted in at least three 
straightforward ways. Firstly, we might argue that even if their 
 axiological claims regarding the importance of the far future, 
 given its astronomical stakes, were true, this would not imply that 
our all-things-considered deontic duties must follow these axio-
logical claims. That is, even if the consequences of our actions 
are actually best if we  follow the maxim of seeking to optimise 
its long-term consequences, the goodness of those outcomes may 
not (exclusively) determine what we ought to do. Secondly, one 
might deny that there are in fact trade-offs between affecting the 
near-term and long-term future, i.e., that whatever benefits the 
present generations most will also benefit the far future most. 
While there would thus still be a conceptual priority of the far 
future and  future generations, the priority would not matter 
much in practice. Lastly, one might reject the outlined arguments 
for longtermism altogether and champion a different version of 
longtermism, based upon considerations other than the astro-
nomical aggregated stakes of humanity’s (far) future. Neither one 
of these strategies for argueing against longtermism are the ones 
employed in this essay, but I will briefly address them now in turn 
in order to set up the context of my own debate.
Firstly, Greaves and MacAskill explicitly distinguish between 
 axiological and deontic strong longtermism. Importantly, how-
ever, they defend both the axiological and deontic version of 

strong longtermism, i.e., they hold that the impact on the far 
future most importantly determines both the goodness of the 
 respective outcomes as well as what we, all things considered, 
ought to do (Greaves and MacAskill 2021: 2).
Similarly, Bostrom explicitly asserts that the impacts existential 
risks have on the generations of the far future ought to be our 
central action-guiding principle, i.e., is deontically very relevant 
as well (Bostrom 2013: 1). Generally, central proponents of 
the version of strong longtermism that is based on the aggrega-
tive premise outlined above thus do indeed often make deontic 
claims. However, my arguments can be equally applied to both 
the axiological as well as the deontic versions of strong longter-
mism, since it will crucially concern itself with the underlying 
aggregative premise, which underlies both the axiological as well 
as the deontic version.
Furthermore, even if we grant that axiological strong longtermism 
does not directly translate into deontic strong longtermism, im-
portant questions on the deontic level are still likely to remain, 
to which my subsequent discussion will be relevant. Beckstead 
(2013: 9) and more recently MacAskill (2022) have left open 
the possibility that their aggregative axiology may not translate 
into deontic guidance directly. For instance, MacAskill allows for 
other important factors that should influence our decisions from 
a moral perspective, namely special relationships and reciprocity 
(MacAskill 2022: 8). However, consider the following possible 
scenario: A philanthropist has a certain sum of money that they 
would like to donate to a specific cause. They have already fully 
discharged both their duties regarding special relationships as well 
as reciprocity, such that these factors do not influence which cause 
the philanthropist is required to select to donate to. According 
to longtermists such as MacAskill, the deontic permissibility of 
their cause selection would then be entirely determined by how it 
influences the generations of the far future. Even this more limit-
ed deontic claim seems somewhat doubtful, however, given that 
many people (to whom the philanthropist has no special relation 
or reciprocal duties) alive today are in dire need of help as well.
This leads us to the second point above, namely whether the near- 
and long-term perspectives might not in fact simply converge on a 
more practically applied level. For instance, consider the example 
of nuclear disarmament. Ending the cold war was both important 
from a long-term perspective in order to mitigate the extinction 
risk posed by nuclear war, as well as beneficial for present gener-
ations on several levels; they no longer had to live in fear and a 
resulting peace dividend freed up resources which could in turn 
be spent on other humanitarian efforts.2 To the extent that this 
kind of empirical convergence applies more broadly, the anti-pre-
sentism implied by strong longtermism would not actually make 
a relevant practical difference.
However, consider the following example inspired by Richard 
Pettigrew (n.d.: 2). Say, again, a philanthropist is choosing be-
tween two charities to which to donate.
On the one hand, they are considering donating to the cause of 
preventing malaria by net distributions. On the other hand, they 
are considering to fund researchers working on AI alignment.3 
From the perspective of future generations, it is mostly the lat-
ter that matters, since preventing malaria today is comparatively 
unimportant to them, given that it is unlikely to interfere with 
humanity’s greater trajectory by which they will turn out to be 
influenced. AI alignment, however, is possibly very relevant to 
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future generations, insofar as it constitutes an extinction risk or 
a risk of very bad lock-in scenarios crucially shaping humanity’s 
trajectory. Strong longtermists must therefore strongly advise the 
philanthropist to donate to AI alignment, given that the expected 
value of doing so will be larger by a significant amount in view of 
the vast number of people in the future influenced by AI but not 
by malaria. However, from the perspective of present generations, 
the case is not as clear at all. While it is nearly certain that malaria 
will affect people existing today within a short time period, risks 
resulting from misaligned AI may very well not affect people alive 
today at all, but certainly not the people who will die from ma-
laria within, say, the next year if the necessary nets are not distrib-
uted. The priorities of present and future generations are thus in 
a trade-off here, simply as a matter of empirical reality. The same 
basic argument applies, mutatis mutandis, to time spent working 
on various causes as well as setting global priorities and develop-
ing respective policies. In general, it would seem surprising if the 
actions which have the best consequences for generations many 
thousands of years from now would converge exactly with the 
actions that have the best consequences for present generations. A 
certain anti-presentism thus does not seem to be avoidable within 
the framework of strong longtermism as outlined and defended 
by Greaves and MacAskill.
This leads to our third point, i.e., to considering other forms of 
longtermism which may be able to resist the anti-presentist impli-
cation. Note that none of these theories can be based as strongly 
on the aggregative premise outlined above, since this would lead 
us back to some form of anti-presentism. However, the general 
idea of introducing a long-term perspective has found its uptake 
in various frameworks, which I do not explicitly address in the 
present text. For instance, Roman Krznaric has suggested the 
notion of “long-term thinking”, which refers to a type thinking 
which is aimed at mitigating the myopic short-term thinking that 
is pervasive in today’s society (Krznaric 2020). It stands in sharp 
contrast to strong longtermism as outlined above insofar as it is 
not a fully comprehensive normative theory of evaluation but 
rather a guide to better incorporate the future perspective into 
our present thinking. The fact that Krznaric proposes a horizon of 
consideration of 100 years (Krznaric 2020: 14) further showcas-
es the radical differences to strong longtermism in its normative 
underpinnings, where the relevant horizon includes up to several 
thousands if not billions of years (Greaves and MacAskill 2021: 
6). In contrast to strong longtermism, Krznaric’s long-term think-
ing can almost be viewed as presentist, i.e., biased towards the 
next 100 years.
Another broadly longtermist approach is concerned with the 
representation of future generations within the present politi-
cal institutions. For instance, Jörg Tremmel (2021) suggests a 
four-branches model of government, where the three traditional 
branches are supplemented by an office for future generations. 
Tremmel states explicitly, however, that this office is not to have 
any veto power since that could significantly slow down the polit-
ical process, but rather is intended to just propose policies bene-
fitting future generations (Tremmel 2021: 18). Another political 
approach to the inclusion of future generations has been proposed 
by Dennis Thompson, who argues that democracies tend towards 
a harmful presentist bias which can be mitigated by the princi-
ple that “present generations should act to protect the democratic 
process itself over time” (Thompson 2010: 14). That is, present 

generations ought to act as trustees of the democratic process. 
Thompson likewise explicitly rejects theories which sacrifice the 
well-being of present generations in favour of some temporally 
distant collective good (Thompson 2010: 1).
Insofar as it can be expected of these political approaches that 
their practical implementation would still give a certain priority 
to the present generations, i.e., not weigh the interests of each 
person of the vast future generations exactly equally in an aggre-
gative way, which would again lead to swamping out the interests 
of the present generations, they thus avoid the anti-presentist im-
plications. I will, however, examine this latter strong longtermism 
for at least two pertinent reasons. Firstly, I am crucially consider-
ing how the implications of a non-aggregative normative theory 
differ from the explicitly aggregative theory which leads to the 
strong form of longtermism. Hence, the natural argumentative 
opponent of my arguments is the form of longtermism based on 
aggregative premises. Secondly, as Beckstead suggests, the strong 
form of longtermism would, if true, have the most radical and 
controversial implications. Greaves and MacAskill have recently 
argued that if longtermism were true, it would imply a strong 
focus on decreasing extinction risks and on influencing the path 
of high and long-term impact developments – such as the devel-
opment of a superintelligent AI – (Greaves and MacAskill 2021: 
13-14), since those are among the most promising interventions 
influencing the long-term future. By contrast, they argue that fo-
cusing e.g. on fighting malaria or factory farming today is of little 
moral importance, since the number of individuals affected by 
any of these is lower by several magnitudes. These implications 
are so counterintuitive that Beckstead devotes an entire section 
to make the claim plausible that most of what we believe about 
moral priorities might be wrong (Beckstead 2013: 25-53). Given 
the possibly radically revisionary nature of this theory, I believe it 
to be worthwhile to engage with it at length.

However, since such a rigorous anti-presentism is initially coun-
terintuitive, it is frequently met with scepticism. Can a moral the-
ory that implies anti-presentism, i.e., that we ought to essentially 
abandon efforts to help any currently existing individuals really be 
considered plausible? Is a very strong focus on long-term develop-
ments such as extinction risks really reasonable rather than fanat-
ical, as longtermism is sometimes accused of being (Greaves and 
MacAskill 2021:24)? Longtermists may answer these questions by 
arguing that the mere fact that some conclusions are counterintu-
itive should not be sufficient to undermine a theory, at least not to 
the extent that we actually agree with its premises. If the argument 
sketched above proves sound upon reflection, philosophy might 
play a legitimate revisionary role here.
However, the fact that these conclusions do seem so counterintui-
tive ought to give us at least good reason to examine the premises 
upon which they rest. This paper critically discusses the aggrega-
tive premise and explores the implications its rejection has for the 
conclusions of strong longtermism. In what follows, I will refer 
to the position of strong longtermism based upon an aggregative 

Greaves and MacAskill have recently argued that if 
longtermism were true, it would imply a strong focus 
on decreasing extinction risks and on influencing the 
path of high and long-term impact developments, 
such as the development of a superintelligent AI.
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premise and as defended e.g. by Greaves and MacAskill as well as 
Beckstead and Bostrom, as “longtermism”.

Strong non-aggregationism: the rationale
In what follows, I will first outline the rationale and arguments 
motivating strong non-aggregationism. The literature on these 
issues has grown over the past years and I will only attempt to 
outline the specific view that I will be working with in this paper, 
which is inspired by Taurek, Lübbe and Mannino.
To illustrate his view, Taurek asks us to consider the following 
interpersonal rescue conflict: Six people are in need of medication 
to survive and you have a certain supply of said medication. Five 
of those six only need one fifth of the amount available to survive, 
while the sixth, call him David, needs all of it, if he is to survive. 
Is there a moral duty to give the medication to the five people and 
letting David thereby die? And relatedly, is it better in any relevant 
sense to save the five and let David die? To answer questions of 
the latter sort, Taurek argues one ought to ask: Better for whom? 
(Taurek 1977: 299) If the five people receive the medication, that 
is better for each of the five people and worse for David. If David 
receives the medication, it is better for David and worse for each 
of the five other people. However, Taurek argues that there is no 
one for whom it is better if five people are being saved instead of 
only one. There is no one perspective from which the fact that the 
greater number is saved is better.

Taurek goes on to ask what it would even mean to evaluate the 
death of five people as worse than David’s death (Taurek 1977: 
299-300). What do evaluative judgements such as better or worse 
really mean if there is no person for whom they are better or worse? 
It is precisely the fact that something can be bad from someone’s 
own perspective that makes them ethically relevant individuals in 
the first place. However, there is no meaningful level of evaluation 
above and beyond this personal perspective. According to Taurek, 
this point extends to all numbers cases, i.e., that the number of 
affected people never morally counts. For instance, even if, say,  
50 family members were to be suffering if the five people die (10 
each), and only 10 in case David dies, the same argument applies 
again: Since there is no meaningful aggregated perspective from 
which it is worse that more people suffer (i.e., 50 instead of 10), 
there is no corresponding reason to prioritise the greater number 
of separate people regarding the family.4 Note that this example 
also shows that the lack of an impersonal perspective Taurek alludes 
to here is not an implication of the fact that the people die if they 
are not saved, i.e., the problem is not that their perspectives vanish 
once they die. The example would still hold if we consider the griev-
ing family or if we modified the example such that each of the six 
people get a severe (but not deadly) illness without the medication. 
While receiving the medication is better for each of them from their 
own personal perspective, there is no one perspective from which 
five prevented illnesses are better than one prevented illness.

Contrast the above case with a rescue situation in which there is 
a unique pareto-optimal solution. Suppose you could either save 
the five people or save the very same five people and David. Here 
it is clear that the best option is saving everyone, because that is 
better from everyone’s perspective. However, in a genuine con-
flict situation it seems unclear what it would even mean that one 
outcome is worse, period, than the other. According to defenders 
of this “no worse claim”, there is thus no reason to save the great-
er number based on any notion of realising better world states 
(Taurek 1977: 300). In this sense, Taurek’s non-aggregationism 
undermines both axiological as well as deontic versions of how 
numbers may morally count.
This argument bears a similarity to Rawls’ critique of utilitarian-
ism, according to which utilitarianism does not take the separate-
ness of persons sufficiently seriously (Rawls 1971: 23, 163). One 
way to interpret this idea is exactly what motivates non-aggrega-
tionism: Since people’s perspectives are separate, and do not in 
this sense aggregate into one superbeing whose well-being consists 
of all the separate individuals, there cannot be an equivalent ag-
gregate moral value. Call this view regarding the strict non-aggre-
gation across persons strong non-aggregationism.
However, strong non-aggregationism ought to offer a different 
solution to interpersonal rescue conflicts in order to constitute a 
genuine alternative to aggregationism. How exactly this solution 
is spelled out differs for various theories. What most of these sug-
gestions have in common is the following general thought: In in-
terpersonal rescue conflicts, all of the people affected equally hold 
a very strong claim to being helped. As such, all claims involved 
ought to be respected. Since the situation is such that we cannot 
actually fully satisfy all of the claims jointly, we have to instead 
find another way to express our equal concern for all the peo-
ple involved. Now if we simply aggregated and opted to save the 
greater number, the people in the majority group would receive 
all of our concern and the people in the minority group would 
receive none. Instead, many strong non-aggregationists embrace 
a lottery solution: Since the good of survival cannot be given to 
everyone who has a claim on it, one ought to instead at least dis-
tribute the chances of survival equally among everyone.
There again exist different versions of how the chances are distrib-
uted exactly. Due to the scope of this paper, I cannot go into detail 
about all the advantages and disadvantages each of those versions 
offer. Rather, I will present and further discuss one particular ver-
sion defended by Lübbe (2015). The reason I chose this version 
is twofold: Firstly, I personally believe it to best capture the spirit 
of equal and maximal concern, and secondly, because I believe 
it poses the most interesting challenge to longtermism, which is 
what I aim to explore in the present paper.
Consider again Taurek’s case of five people versus one person. Lüb-
be holds that each of the people involved in this rescue conflict 
ought to be respected equally and maximally. Hence, she argues, 
the maximal chance of survival to be allocated that is consistent 
with equality is a 50-50 lottery between the five people and Da-
vid. This way, each individual person involved receives a chance 
of 50% of survival, which is as good as it can get for everyone 
without decreasing anyone else’s chance for survival.
Even though not all of the claims involved can thus be respected 
to the degree that they will eventually be satisfied, as this is un-
fortunately simply the empirical reality we find ourselves in, every 
claim is still equally respected to the maximal possible degree.

Taurek’s thought experiment: Six people are in need 
of medication to survive and you have a certain 
supply of said medication. Five of those six only need 
one fifth of the amount available to survive, while the 
sixth, call him David, needs all of it, if he is to survive. 
Is it better in any relevant sense to save the five and 
let David die?
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Such proposals indeed seem to be in line with many societal 
practices in place today. In many jurisdictions, for instance, it is 
illegal to deprioritise patients with an increased need of a cer-
tain scarce medical resource on the grounds that doing so would 
likely save a greater number of people. For instance, the Organ 
Procurement and Transplantation Network in the United States 
functionally assigns a higher chance to be saved to people who 
need two organs than to people who only need one organ (OPTN 
2020: 137). Similarly, the policies from Eurotransplant do not 
opt to save the greater number either, but rather specifically assign 
an equivalent chance to multi-organ patients as to single-organ 
patients (Eurotransplant 2019: 10, 23, 36). That is, everyone’s 
claims are being respected by granting everyone access to medical 
resources by virtue of an organ waiting list, i.e., a fair queue. The 
fair queue arguably implements a type of natural lottery, where 
the random process of admission to the queue distributes the re-
spective chances equally from an ex ante perspective (see John 
and Millum 2020). The triage law recently developed and passed 
in Germany likewise does not ensure that the greater number is 
saved by e.g. deprioritising patients who will need scarce medical 
resources such as ventilators for a longer period of time than oth-
ers. If e.g. two patients each need the last ventilator for a week to 
survive and a third patient needs it for two weeks, the triage law 
will not make the former two patients a priority, but will give an 
equal chance to all three of them by equally admitting to the fair 
queue (see Deutscher Bundestag 2022).

Quantitative Catastrophes and Unequal Stakes
In their paper, Greaves and MacAskill (2021) briefly consider a 
non-aggregationist view according to which an aggregate good or 
aggregate bad may not be considered sensible notions, conceding 
that such a view might challenge their longtermist conclusions.
They reject this line of thought by the following argument: Any 
minimally plausible theory must be able to explain the fact that 
special norms seem to apply to situations where there is a huge 
amount at stake. For instance, if millions of people are threat-
ened by a natural catastrophe, other comparatively minor mor-
al constraints get justifiedly overriden. Greaves and MacAskill 
(2021:27-28) hold that any attempt at explaining this fact from a 
non-aggregationist perspective will lead back to supporting their 
own conclusions.
Their argument can be reformulated to pose a challenge to 
non-aggregationism more straightforwardly: Is it not simply en-
tirely implausible to not believe that a large-scale natural catastro-
phe affecting and possibly killing billions of people is not any 
worse than a small-scale natural event killing one person would 
be? And relatedly: Is it not obvious that in catastrophic circum-
stances, saving as many people as possible is the right thing to do? 

Indeed, emergencies are often thought to be a context in which a 
thoroughly consequentialist aggregative ethics is most adequate, 
given the huge number of people affected (e.g. Rakić 2018). 
While one may be inclined to follow Taurek in cases where the 
number differences are small, such as one versus five people, the 
bigger the number differences become, the harder it is to swallow 
Taurek’s claim. While our intuitions in the case of catastrophic 
circumstances may still be able to be accounted for by the par-
ticular badness catastrophic circumstances may come with (which 
I will come back to below), even just in comparing, say, 10,000 
car accidents killing one person each versus one other car acci-
dent killing one other person, it seems very counterintuitive not 
to claim that the former is clearly worse. If non-aggregationism is 
unable to account for these intuitions in any way, it may simply 
be implausible at the outset.

While these intuitions do indeed pose a great challenge to non- 
aggregationism, they do not completely undermine its plau-
sibility. This is due to at least three features a plausible version of 
non-aggregationism ought to include.
Firstly, while non-aggregationists do not consider the numbers 
intrinsically morally relevant in cases of interpersonal conflicts, 
there are ways in which they do let the numbers count after all. In 
the case in which we could either save the five people or the five 
people and David, additionally saving David is the right thing to 
do even for a non-aggregationist, as it is the unique Pareto-opti-
mum. A non-aggregationist can thus make sense of the intuition 
that additionally saving more people from a catastrophe is better 
than saving fewer – so long as saving these additional people is 
not in direct conflict with saving other people with equal claims.
Secondly, people who are in a sufficiently “veiled” ex ante position 
may reasonably agree on an aggregative policy without necessarily 
referring back to aggregative moral premises. (The notion of “veil-
ing” employed here is Rawls’s (1971), but the ex ante situation is 
supposed to be empirically real, not a hypothetical “original po-
sition”.) Consider a government which ought to decide whether, 
as a general policy, they send help to a place where there are more 
people to be saved versus to a place where there are less people 
to be saved, if both of them are affected by the same devastat-
ing  catastrophe. From an ex ante perspective, each person living 
 under the government is generally more likely to end up in the 
place where there are more people, assuming that where you end 
up is sufficiently chancy, and uniformly so. Non-aggregationists 
may thus jointly commit to an aggregative emergency policy to 
the extent that it is beneficial to everyone from an ex ante perspec-
tive because this policy gives everyone the greatest chance to be 
among the ones who will be saved. Thus they adopt an aggregative 
policy not because saving more people is better in an impersonal 
sense, but because the policy benefits everyone separately.
For instance, the six people in Taurek’s medication case might 
have precommitted to an aggregative policy in advance, i.e., be-

Consider again Taurek’s case of five people versus one 
person. Lübbe holds that each of the people involved 
in this rescue conflict ought to be respected equal-
ly and maximally. Hence, she argues, the maximal 
chance of survival to be allocated that is consistent 
with equality is a 50–50 lottery between the five 
people and David. This way, each individual person 
involved receives a chance of 50% of survival, which is 
as good as it can get for everyone without decreasing 
anyone else’s chance for survival.

Is it not simply entirely implausible not to believe 
that a large-scale natural catastrophe affecting and 
possibly killing billions of people is not any worse 
than a small-scale natural event killing one person? 
And relatedly: Is it not obvious that in catastrophic 
 circumstances, saving as many people as possible is 
the right thing to do?
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fore they knew how much of the medication they would need. 
With such a policy, all of them have a higher chance to end up 
being saved, since it is, ceteris paribus, likelier for everyone to end 
up in the bigger group of five people who only need a fifth of 
the medication. As such, this precommitment benefits each of 
the people separately, by virtue of giving each of them a higher 
ex ante survival chance, and it is thus not necessary to hold that 
 saving five people is simply better from some objective, imperson-
al perspective. While this reply is not able to completely answer 
the  objection raised by large moral catastrophes, it is able to weak-
en its strength, as it is able to account of some aggregative poli-
cies without referring back to aggregative premises, i.e., without 
 giving up the central idea of Taurekianism.
Note, however, that the same argument is not analogously avail-
able in the context of future generations for at least two reasons. 
Firstly, present generations cannot agree to aggregative policies 
that include all future generations, since the situation is not suf-
ficiently veiled in this case: People living today would know in 
advance that they will be among the deprioritised ones and at no 
point is such an aggregative policy in their interest. Secondly, it is 
hard to make sense of an ex ante consensus regarding people who 
have not been born yet. For an analogous argument to work, one 
would have to argue that for each person that has not been born 
yet, any time in the future is roughly equally likely to be their ac-
tual birth time. If this is even a sensible proposition, it is certainly 
at least metaphysically doubtful. An argument for aggregation 
based on a veiled ex ante situation does not seem very promising 
if the veiled situation vanishes as soon as the relevant individuals 
come into existence.
Alternatively, one may interpret the veiled ex ante situation as a 
“mere” operationalisation of impartiality (see Rawls 1971), and 
thus argue that it must apply to future generations as well. But 
this would beg the question against non-aggregationists, who 
hold that impartiality implies that equal rescue chance must be 
given to the individuals actually involved in a rescue conflict, even 
if saving the greater number of people would be preferable behind 
a hypothetical veil.
Finally, non-aggregationism also has resources to account for 
the particular badness such catastrophes often come with. While 
non-aggregationists do not consider the interpersonal quantita-
tive dimension of a catastrophe, they should consider the interper-
sonal comparability of the quantitative dimension of a catastrophe. 
That is, for non-aggregationism to be plausible, it ought to con-
sider the stakes of the affected individuals as a relevant criterion 
to determine the strength of a claim these individuals may hold. 
For instance, if the five people in the above example only need 
the medication to cure their broken hand while David needs all 
of it to survive, a 50-50 lottery seems hardly adequate. Instead, 
non-aggregationists would have reason to prioritise David. This 
prioritisation may take the form of a lottery weighted in his fa-
vour or choosing him directly. I will consider both of these types 
of prioritisation below. These cases with unequal stakes are rarely 
comprehensively addressed by non-aggregationists, but e.g. Man-
nino (2021) argues that a plausible theory of non-aggregationism 
allows for interpersonal comparability of this sort, and prioritises 
people according to their claim strengths, which are dependent 
on their stakes. One reason why non-aggregationists can include 
this type of interpersonal comparability is the fact that this type of 
comparison does not necessarily leave the person-relative frame-

work: When comparing a headache of person A with torture-level 
suffering of person B, one can plausibly hold that B’s suffering is 
worse for B than the headache is for A.
It is in this sense that non-aggregationists can make sense of the 
particular badness of many intuitively catastrophic states of af-
fairs. Many intuitively catastrophic events come with devastating 
consequences for the affected people, such that their claim to be 
helped is particularly strong. Even though it is not the number of 
people affected that constitutes the catastrophe, non-aggregation-
ists can still account for the fact that these catastrophes are very 
bad for the separate individuals and create a strong reason to help 
them. Vice versa, if the number of people affected by an event is 
very high but the individual stakes are sufficiently low, the intui-
tion of it being a catastrophic event is usually way less strong. This 
seems to suggest that our understanding of catastrophes is not as 
far away from the non-aggregationist picture as may be thought 
initially.
While interpersonally quantitatively large catastrophes may thus 
still pose a challenge to non-aggregationism, I do not believe this 
objection to undermine it sufficiently such that it ought not to be 
considered a serious theoretical rival to aggregationism.
In this context, it is also worth noting that Heikkinen has recent-
ly argued that non-aggregationism poses a challenge for longter-
mism even if one accepts that interpersonal quantitative catastro-
phes make for a worse outcome in an axiological sense than e.g. 
smaller scale accidents. This is because accepting an aggregative 
axiology does not force us to adopt an aggregationist deontic 
stance according to which this axiological fact gives us reason 
to prioritise avoiding the axiologically worse outcome (Heikki-
nen 2022: 13-14). In fact, Greaves and MacAskill also note that 
many non-aggregative theories are mostly concerned with deon-
tic claims, rather than axiological claims (Greaves and MacAskill 
2021: 26-27). While they provide a separate deontic argument 
along the lines mentioned above, according to which very high 
stakes always ought to override deontic side constraints, Heik-
kinen shows convincingly that their argument is not sufficient 
to reject non-aggregationism in the deontic sense, even when we 
accept the corresponding axiological stance. While the non-aggre-
gationist theory I am defending here includes the rejection of ag-
gregation both in terms of value axiology and deontic obligations, 
Heikkinen’s reasoning showcases even further how pervasive the 
challenge for longtermism posed by non-aggregationism seems to 
be. The arguments in the following sections can, mutatis mutan-
dis, likewise be applied to non-aggregationist theories which are 
concerned with the deontic rather than the axiological questions.
Before moving on to considering the implications non-aggrega-
tionism likely has for longtermism, I will briefly summarise the 
particular non-aggregationist picture I have outlined so far and 
will be working with in the following sections: Non-aggrega-
tionism holds that evaluative statements involving notions such 
as “better” or “worse” can only be made from personal perspec-
tives. For this reason, saving the greater number of people can-
not be said to be better from anyone’s perspective, unless it is 
indeed better for everyone involved, and is thus a Pareto-optimal 
solution. In the case of an interpersonal conflict, however, every-
one involved ought to be respected equally by giving everyone 
a maximal chance of having their claim satisfied that is consist-
ent with everyone else receiving the same chance. This way, each 
and every person is given maximal and equal concern. However, 
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even though non-aggregationists do not prioritise people on the 
grounds that they are part of a majority group, they do consider 
the individual stakes at hand. That is, they prioritise people ac-
cording to the strength of their claims, rather than according to 
their number. Hence, a non-aggregationist ought not to be on the 
lookout for the largest groups to save, but rather for the person 
with the strongest claim to satisfy. In what follows, I will further 
elaborate on what factors determine the individual strength of a 
claim.

Locating the Strongest Claims
The world importantly consists of an enormously large and com-
plex interpersonal rescue conflict. An astronomical number of 
beings across the space-time continuum have held, currently hold 
or will hold claims to be helped. As individuals and collectives, 
we have limited resources to affect those beings. For instance, a 
philanthropist can spend her money to support certain causes and 
not others. As individuals, we also have a limited amount of time 
we can invest to contribute to providing help. As such, we con-
stantly face an interpersonal rescue conflict. The conflict exam-
ined in the present context pertains to the trade-off between inter-
ventions benefitting people of the present, near- or medium-term 
future versus people of the long-term future. As outlined above, 
Greaves and MacAskill argue that it is a moral imperative to invest 
one’s resources into affecting the long-term future, since the most 
beings who are morally relevant will be affected by that. However, 
how does a non-aggregationist resolve this enormous conflict?
As argued above, the non-aggregationist moral imperative plausi-
bly holds that one ought to locate the strongest individual claims 
and prioritise accordingly. How could one go about identifying 
the strongest claims? I argue that at least two criteria ought to be 
taken into account: magnitude of the benefit and priority to the 
worst-off. Let us consider their implications in turn.

Magnitude of the Benefit and Priority to the Worst-Off
Firstly, as explained above, the stakes at hand for each individual 
matter. The first question to be answered is thus the following: To 
which individuals across time and space can we offer the largest 
benefits? To answer this question, we first need to ask whether 
increasing someone’s happiness is equally as important as saving 
someone from harm. That is, should we consider the stakes for 
someone for whom we can increase their level of well-being from, 
say, 0 to +10 as equally as high as the stakes for someone for whom 
we can increase their level of well-being from -10 to 0? This same 
debate is being held among aggregationists as well, with some sug-
gesting that there is a certain asymmetry between suffering and 
happiness which warrants the prioritisation of suffering. Many of 

the arguments brought forward by aggregationists in this debate 
will likely also apply to the analogous debate for non-aggrega-
tionists. However, there may be an additional argument pointing 
to a suffering-focused view for non-aggregationists: Even if it is 
indeed true that we tend to disvalue suffering more than we tend 
to value happiness, aggregationists may still be able to argue that 
happiness ought to be prioritised in certain cases wherever there 
is a sufficient amount of people whose happiness can be affect-
ed, such that their number outweighs the suffering on the other 
side. For non-aggregationists, however, this line of argument is 
not available since it is not the aggregate happiness that matters, 
but the individual claims. Thus, non-aggregationists may more 
often have reason to focus on suffering than aggregationists do, at 
least to the extent that we assume a certain asymmetry between 
happiness and suffering to hold.

Be that as it may – who among those individuals whose fate we 
may be able to influence are the ones with the strongest claims 
regarding the magnitude of the benefit they might receive by us? 
And where are they located across all of time and space?
Even though non-aggregationists do not consider the number 
of people as directly morally relevant, the enormous amount of 
people that may come into existence in the future does play a 
relevant role in answering this question. Since the vast majority of 
people holding a claim will live in the future, it is overwhelmingly 
likely that the people with the strongest claims in terms of the 
magnitude of the benefit will also live in the future. Considering 
the magnitude of the benefit we may be able to provide for indi-
viduals thus seems to point to a long-term focus. Note, however, 
that this argument does not take into account the probability by 
which these benefits will actually be conferred, but rather just the 
net benefit that would be conferred in case our help is successful. 
I will consider complications regarding the probabilities of success 
in section 4.
Let us turn to the second criterion. Many theories of distributive 
justice share a certain basic normative feature according to which 
– ceteris paribus – the worse-off ought to receive a certain priority. 
For instance, if a certain minority group is particularly bad off 
in a society, this constitutes a reason to redistribute and allocate 
resources to them disproportionately, i.e., to give them more than 
their arithmetically equal share.
Similarly, there may be a reason to prioritise someone whose 
well-being we can affect such that they will go from -20 to -10, 
rather than helping someone for whom our help would make 
a difference in terms of going from -10 to 0. Even though the 
magnitude of the benefit is the same, and we are concerned with 
avoiding suffering in both cases, there may still be a reason to pri-
oritise those in particularly bad situations. If this criterion to de-
termine the strength of a claim is correct, what does it suggest for 
the identification of the strongest claims across time and space? 
The same argument from above seems to apply here too: Given 

Non-aggregationism holds that evaluative statements 
involving notions such as “better” or “worse” can only 
be made from personal perspectives. For this reason, 
saving the greater number of people cannot be said 
to be better from anyone’s perspective, unless it is 
indeed better for everyone involved. In the case of 
an interpersonal conflict, however, everyone involved 
ought to be respected equally by giving everyone a 
maximal chance of having their claim satisfied that 
is consistent with everyone else receiving the same 
chance.

Is increasing someone’s happiness equally as im-
portant as saving someone from harm? Should we 
consider the stakes for someone for whom we can 
increase their level of well-being from 0 to +10 as 
equally as high as the stakes for someone for whom 
we can increase their level of well-being from -10 to 0?
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the presumably enormously large number of people living in the 
future, it is overwhelmingly likely that the being living the worst 
life ever lived, i.e., the worst-off, will live in the future. Thus, in 
isolation, this criterion again seems to suggest a long-term focus 
for non-aggregationists.

How to Prioritise
Considering the two criteria just discussed, it may thus initially 
seem as though non-aggregationism also suggests a moral long-
term focus. Since the strongest claims of people – in terms of the 
magnitude of the stakes and of how bad off they are – are likely 
located in the far future, non-aggregationists have moral reasons 
to prioritise the far future.
Before I turn to complications regarding the probabilities by 
which our actions can actually affect different people, I would 
like to address the question of how exactly non-aggregationists 
would prioritise the individuals in the far future, if they were to 
do so. Firstly, it is important to distinguish between conflict cases 
regarding divisible goods and conflict cases regarding indivisible 
goods. For instance, if A and B are both very poor and need mon-
etary support, but A needs more than B, A might have to be prior-
itised. If there is a sufficient amount of money available, however, 
a sensible prioritisation of A does not necessarily consist of giving 
all the money to A, but rather of splitting the money according to 
their needs, i.e., the strength of their claims. If it is an indivisible 
good, however, and A’s claim is stronger than B’s, then one might 
either only support A, or perform a lottery that is weighted in A’s 
favour in order to respect each of the claims according to their 
strength. Which of these two options is sensible may depend on 
the exact claim strengths: It is plausible that e.g. the claims result-
ing from one broken arm and two broken arms should both be 
considered in a conflict, and thus in a case of indivisible resources 
a lottery weighted in favour of the two broken arms should be 
performed. On the other hand, in a conflict between a broken 
arm and a threat of death, the claim resulting from the potential 
death should perhaps be prioritised outright.
How exactly non-aggregationists should prioritise the far future 
thus depends on at least two factors: Firstly, it depends on wheth-
er the respective resources invested are divisible; and secondly, it 
depends on whether the claims of individuals in the far future are 
likely to be sufficiently strong such that present and nearer-term 
claims should be ignored or whether present- or nearer-term 
claims are also sufficiently strong, such that they should merely be 
given a lower weight. There are certainly cases both in which the 
respective resources are divisible, such as when money is to be do-
nated to charities, as well as cases in which they are not divisible, 
such as when choosing certain career paths that limit one’s ability 
to contribute to causes other than the chosen ones.
Depending on the exact details of the non-aggregationist position 
and the empirical realities of different claim strengths and the re-
sources available, the exact nature of the prioritisation may look 
different; an area of research certainly worth exploring further. 
While some positions might suggest an outright prioritisation 
of the strongest claims, others might suggest that we perform a 
complex (weighted) lottery between all relevant claims, possibly 
including the weaker near-term claims and the stronger long-term 
claims.
In this context, it is also interesting to note that an allegation 
often raised against consequentialist moral theories, such as var-

ious forms of utilitarianism, seems to apply just as much to this 
inherently non-consequentialist theory, namely the problem of 
cluelessness. It is often claimed that e.g. utilitarian theories are 
implausible because it is too difficult to determine all the empiri-
cally relevant factors influencing which actions will have the best 
overall outcomes. However, determining which claim strengths 
across time and space all deserve our consideration and respect, 
and potentially even performing an extremely complex lottery in 
order to determine which of those individuals eventually receive 
our help, seems to be at least as difficult, if not more so, as making 
a comprehensive consequentialist impact assessment.
Relatedly, both the aggregationist and the non-aggregationist 
must rely on complex empirical analyses regarding the quantifi-
cation of individual (and collective) stakes. That is, it presupposes 
some form of ethical calculability of benefits and needs which 
is interpersonally comparable. To the extent that such analyses 
are too empirically difficult, they pose a problem for both long-
termism and the non-aggregationist alternative I am sketching 
here. However, this is a problem any possible theory of large-scale 
moral prioritisation must ultimately solve, and a whole different 
canon of literature is already dedicated to it, particularly in health 
economics where concepts such as such as the QALY (quality- 
adjusted life years) or the DALY (disability adjusted life years) 
have been developed.

Probability Discounting
As hinted at above, an important factor has not been addressed 
so far. Even though the individuals with the strongest claims in 
terms of the two criteria outlined above may indeed live in the 
far future, the probability with which our actions will actually 
make a difference for these individuals may be vanishingly small. 
Consider, for instance, a rescue conflict between A and B where 
you can either decrease the probability of death for A by 0.00001 
or certainly save B from becoming paraplegic. Even if A has the 
stronger claim in terms of all two aforementioned criteria, the fact 
that the probability of successfully helping A is so small must have 
an influence on A’s claim strength. Indeed, it seems that in this 
case, B ought to prioritised, since, discounted by the respective 
probability, B has a lot more at stake regarding our help. Since 
there is a lot of uncertainty regarding the potential help we can 
provide to people in the far future, such cases may be analogous 
to the rescue conflict between individuals of the present- and the 
near-term future and individuals of the far future: We can be fair-
ly sure that the right donation will in fact save someone from con-
tracting malaria or from starvation, while an attempt to influence 
people in the far future may very likely not have an effect at all. 
Thus, if we discount the assistance by its probability of success, 
the actual benefit we can offer people in the far future may be 
much lower than the benefit we can offer people in the present or 
nearer-term future. For aggregationists such as Greaves and Ma-
cAskill, this fact does not play as much of a role, particularly given 
their endorsement of expected value theory. Since even very small 
probabilities of affecting a vast future population by e.g. reducing 
the risk of extinction results in a large expected value given aggre-
gationist premises, discounting every individual single claim with 
a very small probability does not undermine their longtermist 
conclusions. In what follows, however, I will discuss the factors 
which determine whether the argument does undermine longter-
mist conclusions for non-aggregationists.
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Stochastic (In)dependence
Expected value theory, by itself, does not distinguish between the 
following two cases.

Case 1: There are 1000 people on a ship which is in danger of 
sinking, thereby killing all the people on it. You have the possibil-
ity of negatively affecting the probability of it sinking by 0.001. 
In expectation, you save one person with this action. You give 
thus each of the people on the ship an ex ante benefit of 0.001 
of survival.

Case 2: There are 1000 people threatened to be killed by a vi-
cious disease. You can give each of those 1000 people a medica-
tion which lowers each of their respective probabilities of dying 
by 0.001. In expectation, you save one person with this action. 
You give thus each of the sick people an ex ante benefit of 0.001 
of survival.

In Case 1, the probabilities of providing help for the 1000 people 
are stochastically dependent: you either save all of them or you 
save none. In Case 2, on the other hand, the probabilities are 
stochastically independent, i.e., some may die and some may sur-
vive. For aggregationist expected value theorists such as Greaves 
and MacAskill, there is little reason to distinguish between these 
two cases. However, there does seem to be a morally important 
difference between them. There are two important perspectives 
to be taken into account here: ex ante and ex post. Ex ante, i.e., 
before the action has taken place, it is indeed the case that the 
actions seem to benefit each of the people in Case 1 and Case 2 
equally. They each get an ex ante benefit of 0.001 of survival and 
the ex ante expected value is the same, namely one person saved.
However, ex post, i.e., after the action has played out, the prob-
abilities of which outcomes have actually occurred are radically 
different: While in Case 1, the probability that at least one of the 
people has actually survived is 0.001, while the probability that 
at least one person survived in Case 2 is higher than 0.6, since 
the outcomes for the stochastically independent chances are more 
spread out. From an ex post perspective, we can be much more 
sure that we will indeed have satisfied at least one claim in Case 2, 
which arguably constitutes a reason to prioritise the group in Case 
2 over the group in Case 1. Even though from the ex ante per-
spective, each person in Case 1 and Case 2 gets the same expected 
benefit, having satisfied at least one claim ex post must be relevant 
for non-aggregationists as well. If we hold both the ex ante and 
post perspective to be important, then both of these perspectives 
have to be taken into account when evaluating the relevance of 
probability discounting.

Longtermism Ex Ante and Ex Post
Consider a non-aggregationist who attempts to compare the claim 
strengths between individuals of the far future and individuals in 

the present- or near-term future. As outlined in the previous sec-
tion, notwithstanding success probabilities, it may look as though 
individuals in the far future hold the stronger claims. However, 
what does it look like if we add the discounts due to the probabil-
ities of success? This depends crucially on whether we take an ex 
ante or an ex post perspective.
As explained above, it seems that the claims of future individuals 
would have to be discounted by a lot, when considered from an ex 
ante perspective. The benefit we can offer to an individual of the 
present or near-term future when discounted by the probability of 
success is a lot higher than the benefit we can offer an individual 
of the far future, given that it is extremely uncertain whether our 
help will affect them at all. Individuals of the present and near-
er-term future thus clearly seem to hold a stronger claim from an 
ex ante perspective, once the discounts given the probabilities of 
success are added.
However, it may look differently from an ex post perspective. This 
depends crucially on whether affecting the longer-term future is 
more analogous to Case 1 or analogous to Case 2. While the num-
bers do not count in and of themselves for a non-aggregationist, 
the number of people influenced does make a difference even for 
a non-aggregationist if the benefits offered to them are stochasti-
cally independent. To see why, consider two further cases:

Case 3: You can either relieve individual A of medium pain with 
a probability of 1, or provide a probability of 1/100 of a relief of 
intense pain for individual B.

Case 4: You can either relieve individual A of medium pain with 
a probability of 1, or provide a probability of 1/100 of a relief of 
intense pain for each person of a group of 100,000 individuals.

From an ex ante perspective, individual A probably ought to be 
prioritised in both cases according to non-aggregationism, be-
cause their claim is stronger when probability discounting is add-
ed. However, from an ex post perspective, it is incredibly likely 
that at least one of the 100,000 individuals in Case 4 will have 
been spared from intense pain, and thus the large number of the 
group in Case 4 provides a reason to prioritise them from an ex 
post perspective. Ex post, it is simply very likely that at least one 
person in the large group will have benefited more from your 
helping them than A would have, if you had helped them.
Returning to the question of longtermism, non-aggregationists 
would have to ask the following question: Are there actions that 
grant the vast populations of the future probabilistically small but 
stochastically independent benefits? Or is influencing the future 
more analogous to Case 1, such that the probability of success for 
having helped any of the people in the future is very small ex post? 
If our situation is analogous to Case 1, the ex post perspectives 
would converge with the ex ante perspective and suggest a near-
er-term focus for non-aggregationism. However, if our situation 
is analogous to Case 2, the ex post perspective likely supports a 
long-term focus, since there would be a very high likelihood that 
a strong claim will have been satisfied ex post.
So which of the two cases are we actually faced with? Unfortu-
nately for longtermists, I believe that influencing far off future 
populations will turn out to be mostly analogous to Case 1. In 
particular, their focus on interventions such as reducing extinc-
tion risks or influencing high-impact developments such as work-

Consider a rescue conflict between A and B in which 
you can either decrease the probability of death for  
A by 0.00001 or certainly save B from becoming para-
plegic. Even if A has the stronger claim in terms of all 
two aforementioned criteria, the fact that the proba-
bility of successfully helping A is so small must have 
an influence on A’s claim strength.
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ing on AI alignment, as Greaves and MacAskill suggest, seems to 
influence future populations in a stochastically dependent way. 
Extinction influences the future (non-)existence of all future 
populations simultaneously and different AI alignment scenarios 
influence the shape of the world and universe for all future pop-
ulations at the same time. For if humanity goes extinct, this ex-
tinction event will have been the cause for the non-existence of all 
future populations simultaneously. Similarly, the world created by 
a misaligned superintelligent AI will influence future populations 
simultaneously. To the extent that this reasoning is correct, it also 
does not matter much which exact extinction risk we are con-
sidering, for if humanity does go extinct, it will have influenced 
the nonexistence of future populations simultaneously, no matter 
which exact extinction risk was ultimately realised.
One may object that some extinction risks influence existing peo-
ple differently, rather than simultaneously, before extinction actu-
ally occurs. For instance, climate change will have adverse effects 
on different parts of the global population in different ways, and 
various interventions will influence people differently. However, 
this is not an argument the longtermist view has at its disposal, 
since its focus on extinction risk is primarily justified by the vast 
number of people who will not come into existence in case of 
 extinction, rather than the people who are influenced by these 
risks before extinction occurs.
If this reasoning is correct, neither extinction risks nor AI align-
ment influence people in a stochastically independent way. Thus, 
if the probabilities of success regarding respective interventions is 
sufficiently small, the vast number of people who are influenced 
by them is still not relevant for a non-aggregationist from an ex 
post perspective. For this reason, I believe that non-aggregation-
ism does ultimately not support longtermist conclusions. Conse-
quently, a strong focus on reducing extinction risks must be justi-
fied in a different manner to non-aggregationists, if at all.
There may be a certain sweet spot between the present and the far 
future, such that the probabilities of success are still sufficiently 
high and the number of people sufficiently large such that some 
of the people affected are likely going to have very strong claims in 
terms of the two criteria outlined above. For instance, the number 
of people who will be living in the next few centuries is likely 
going to be a lot larger than the number of people living today. 
Hence it is also likely that some of these people will hold some of 
the strongest claims. At the same time, the probability of success 
regarding possible help for these future people may be sufficiently 
high for it to still be worth it, even if the respective help is sto-
chastically dependent. In particular, non-aggregationists may get 
behind efforts to reduce extinction risks or other high-impact de-
velopments to the extent that they are sufficiently tractable, such 
that the probability of success is sufficiently high to be worth it. 
Non-aggregationism may thus support a much weaker form of 
anti-presentism, according to which the very strong focus on pres-
ent issues is viewed critically, but not replaced with a focus on the 
very long-term future but a near- to medium-term focus instead.

Conclusions and Outlook
In this paper, I have argued that strong non-aggregationism is 
a relevant alternative to aggregationism. It has a compelling ra-
tionale and can be defended against obvious objections, such that 
it should be taken seriously when considering which large-scale 
moral imperatives we are faced with. For this reason, it is im-

portant to consider what exact moral recommendations follow 
from non-aggregationism. In this paper in particular, I explored 
its implications for longtermism and a focus on extinction risks 
and other high impact long-term developments. To this end, I 
outlined one version of non-aggregationism and argued that such 
non-aggregationists ought not to be on the lookout for the largest 
groups to save, but rather for the individuals with the strongest 
claims to satisfy. I have furthermore argued that at least two crite-
ria are relevant for determining claim strengths: magnitude of the 
benefit and priority to the worst-off.
Considering these two criteria in isolation, non-aggregationism 
seems to suggest a long-term focus as well, and thus influencing 
the existence and welfare of generations in the far future would be 
a central imperative of non-aggregationism, too.
However, when taking the probabilities of success into account, 
this result cannot be maintained. From an ex ante perspective, the 
discounts resulting from the uncertainty of being able to affect the 
far future suggest that non-aggregationists ought not to prioritise 
the far future. From an ex post perspective, it depends on whether 
the probabilities with which people in the far future can be influ-
enced are stochastically dependent or independent. In the former 
case, the ex post perspective likewise suggest more of a near- to 
medium-term focus, rather than a long-term focus. In the lat-
ter case, longtermist conclusions look more attractive. However, 
since the empirical reality seems to be more similar to the former 
case, I have tentatively concluded that non-aggregationism likely 
does not recommend a long-term focus. In particular, reducing 
extinction risks is an example of stochastically dependent proba-
bilities with which future generations can be influenced. Howev-
er, to the extent that the extinction risks are sufficiently tractable, 
non-aggregationists can support a respective focus as well, even if 
less strongly so.
There is ample space for further research in this area. All the differ-
ent versions of non-aggregationism could be examined regarding 
their implications for longtermism. Furthermore, more research 
into the criteria which determine claim strengths might turn out 
to be very important in answering the questions I have outlined. 
In this context, investigating both different versions of prioritisa-
tion and the strength of the cluelessness objection for non-aggre-
gationist theories may likewise be very interesting. Finally, further 
work on the correct analysis of the implications of stochastical-
ly dependent and independent probabilities of success, and the 
correct analysis and combination of the ex ante and ex post per-
spectives will also likely significantly influence the answers to the 
questions I have outlined.

Notes
1 Note, however, that the term “anti-presentism” in this context 
is not meant to imply that there is normative discounting of pres-
ent interests. Rather, insofar as present and future generations 
all count equally, the future generations just vastly outweigh the 
present generations such that the latter end up mattering much 
more. Thus, to the extent that there are trade-offs in benefitting 
the present generations and future generations, one ought to opt 
for benefitting the vastly greater future generations. “Anti-pre-
sentism” in this context is not meant to refer to anything other 
than this basic implication of the classic longtermist argument.
2 I thank an anonymous reviewer for this helpful example.
3 The former is often referred to as one of the most cost-effective 
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ways to save lives in the present (Greaves and MacAskill 2021: 2), 
while the latter is one of the explicit priorities of many longtermist 
organisations, such as e.g. the career advice centre “80000 hours”.
4 I thank an anonymous reviewer for the suggestion to clarify 
this point.
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In the second part, The Risks, Ord divides 
the existential risks into natural, anthropo-
genic and future risks. The natural risks are 
cases such as an asteroid or comet impact, 
supervulcanic eruptions or stellar explo-
sions. He argues that we are well equipped 
in the case of a potential asteroid impact, 
because we have identified over 95% of 
the dangerous objects. As for stellar ex-
plosions and supervulcanic eruptions, the 
fossil record gives reasons to be fairly opti-
mistic that those risks will stay minimal in 
the foreseeable future. Still, Ord pleads for 
more research on the field. Compared to 
the anthropogenic risks, he estimates the 
danger of natural existential risks a thou-
sand times smaller (87). 
Anthropogenic risks are risks such as nu-
clear weapons, climate change and general 
environmental damage. Even though each 
of those risks presents more of an existen-

tial risk by itself than all the three natural risks combined, Ord 
suggests it would be speculative to assume these anthropogenic 
risks to be sufficient to destroy humanity as a whole or its long-
term potential. Nevertheless, Ord is in favour of more research on 
the effects of anthropogenic risks as well.
Ord finally locates the greatest danger for humanity in future risks 
connected to technology. He closely inspects the dangers of pan-
demics and biotechnology, unaligned artificial intelligence, dys-
topian scenarios and a few other risks, such as nanotechnology. 
Talking about pandemics, Ord highlights the dangers of biotech-
nology and information hazards, as unfiltered public information 
could lead bad actors to try and capitalize on the available tech-
nology and release deadly viruses. To date, the hypothesis that 
SARS-CoV-2 escaped from a laboratory in Wuhan, China, has 
not been completely dismissed. But Ord’s main concern seems 
to be unaligned artificial intelligence, where he estimates the risk 
over the next hundred years to be on a 1 out of 10. If humanity 
were to successfully create a general AI smarter than human be-
ings, our own fate would not necessarily be in our hands anymore. 
We do not know how to implement our values into AI, and yet we 
steadily upgrade the capabilities of AI making it more and more 
likely to put ourselves at risk.
In the third part, The Path Forward, Ord maps out in detail how 
he calculated the risks we could potentially face, how those risks 
could combine and how specific risk factors such as climate or 
economic failures could raise the danger of existential risks, and 
how specific safety measures could in turn lower it, such as achiev-
ing peace between the powerful nations. In addition, he urges 
us to re-evaluate the way we deal with risks on a theoretical and 

Imagine yourself rolling a dice, but instead 
of winning at a game, you find yourself 
rolling the dice on the fate of humanity, 
having a chance of 1 in 6 of destroying 
it over the next hundred years. Would 
you do it? Probably not, unless you are 
 ridiculously confident or careless. In Toby 
Ord’s book The Precipice: Existential Risk 
and the  Future of Humanity, the  senior 
researcher at the Future of Humani-
ty  Institute in Oxford argues that unless 
 humanity does not take the possibility of 
existential risks more seriously, it stands 
the same chance of getting itself or its 
 potential destroyed in the next century. So, 
the question arises: Why do we all roll the 
dice with such stakes?
Ord’s ambition is clear: Showing humanity 
the risks it faces, warn us and even more, 
showing us the heights we could theore-
tically achieve in the long term, if we play 
our cards right.
To accomplish this, Ord divides The Precipice into three parts. 
The first part, The Stakes, takes the reader to the humble begin-
nings of mankind, how we tamed nature and worked together and 
eventually reached the top of the food chain. But with great power 
also came great potential for destruction, reaching its practical 
pinnacle through the use of nuclear weapons in the Second World 
War. 1945 therefore marks the very beginning for Ord, where we 
reached the Precipice: the state in which humanity eventually pos-
sesses the means to destroy itself. Ord fears that there may be too 
much of a difference between our power and our wisdom to wield 
such power responsibly at the moment, putting us in a situation 
of higher existential risk. 
Existential risks are defined as all the risks that could destroy hu-
manity, leading to its extinction or permanently destroy its future 
potential, for example by getting locked into a dystopian scenario 
or suffering a permanent social collapse. Existential catastrophes 
are impossible to be undone and can never be allowed to hap-
pen. The importance of the matter is founded in the possibility 
of the trillions of people who could be born in the future, if we 
manage to avoid existential risks, as well as in all the lives before 
us that made the present possible. Ord calls the protection of ex-
istential risks an „intergenerational global public good“ (59), as 
it especially benefits future humans. This good is insufficiently 
funded, comparing the billions of dollars that are spent on the 
work on AI to the millions of dollars that are spent on making 
sure AI is aligned with human values. One further glaring deficit 
in avoiding existential risks is the lack of a centrally coordinated 
institution.

Toby Ord: 
The Precipice: Existential Risk and the Future of Humanity 
Reviewed by Tolga Soydan
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istence for the universe. An unaligned AI could theoretically not 
only control our planet but decide to colonize space and extend its 
influence into the galaxy causing irreparable damage and suffering 
not only for us, but also for other sentient beings, if they exist. 
Third, Ord talks about the potential of humanity as if it were an 
individual, but it is a collective. There is not „one humanity“ with 
its intentions and hopes, but instead people hold many different 
views and values. He imagines the potential of humanity to be 
one of high art and science, but one inevitably wonders about the 
negative potential mankind has also shown to possess, its aggres-
siveness. Every year we kill billions of animals as a food resource, 
we wage war against each other and still allow people to starve to 
death in some parts of the world. What potential for inflicting 
pain might we possess in the future?
Fourth, Ords view on longtermism, deciding what to do depend-
ing on the long-term effects, may be logical from the viewpoint 
of existential risks, but it could come with catastrophic conse-
quences for present people. For example, if you had to let millions 
of people suffer now so that in the long-term humanity could 
benefit from it, you would be inclined to let it happen. But are we 
not morally obliged to stop suffering whenever we encounter it? 
Does the suffering of now really pale compared to the happiness 
of tomorrow? And what kind of quality does the happiness of the 
future hold, if it was at least partially founded on the sorrow of the 
past? Talking about the trillions of potential humans in the future 
suggests that a few million who suffer now don’t matter as much, 
but they do. They are real, they exist and they suffer in contrast 
to the non-existent humans of the future. There is a real danger 
of trivialising human lives for the sake of the big picture. Climate 
change will likely not be the end of humanity, but it will still bring 
immeasurable pain and suffering to many people, if not stopped 
– but still this does not make it an existential risk for Ord. But I 
argue it is an existential risk for all those who will die because of it, 
will lose land and family and lose hope for the future because of it. 
Fifth and finally, the chapter on the risk landscapes seems at times 
a bit problematic. Ord believes, all things considered, that our 
odds of facing an existential risk in the next century stand at 1 
in 6. Yet, we are talking about risks that have never occurred and 
that can often only be estimated in rough ways, or that could 
potentially be much bigger or lower than we might dare think. 
Ord admits that all of his estimates are just his best guesses and 
should not be taken as precise mathematics, but those evolutions 
need a stronger ground on which to base our actions on if we were 
to take existential risks more seriously. We will need more work 
on the field of risk theory to better understand existential risks. 
In the end, Toby Ord has delivered a very compelling book on 
one of the most interesting and maybe underrepresented subjects 
in the public discourse. He manages to give a well written in-
troduction into existential risks, even though it ignores a large 
spectrum of philosophical debate, but leaves the reader wanting 
to learn more about our potential and the risks we could face. Its 
maybe biggest accomplishment is to give the reader a sense of 
hope, even in the face of our potential doom. One can only agree 
with Ord, that things are always largely in our hands.

Ord, Toby (2020): The Precipice. Existential Risk and the Future 
of Humanity. London: Bloomsbury Publishing. 480 pages. ISBN 
9781526600219 (hardback), ISBN 9781526600233 (paperback), 
ISBN 9781526600196 (e-book). Price: hardback $34.00/£25.00; 
paperback $14.95/£10.99; e-book $11.96/£8.79 

practical level, strongly advising a more centrally organised poli-
cy making and binding powers to protect humanity and suggests 
representatives who stand in for future generations.
Looking to the future, Ord proposes three phases in which hu-
manity could fulfil its potential. First, we have to reach Existential 
Security. For him this means to preserve and protect our potential 
by taking the risks seriously and managing them from their onset 
or avoiding them. The second phase, the Long Reflection, should 
be the time humanity literally spends time reflecting on the road 
it wants to take, choosing its best options. The third and last phase 
should see us achieving our potential. He keeps this section quite 
vague, explaining that humanity should first focus on reaching 
security.
As the state of knowledge on this field is quite young, he advises 
researchers to be more specific on possible risks and to be cautious 
about what not do, for example regulating prematurely and ignor-
ing the positives for the sake of exaggeration. He advises everyone 
interested in the field to make a change through their professional 
careers or by donating money. He finishes the last part of his book 
by drawing upon the imagination of a humanity colonising the 
universe and maybe even changing its nature to reach the next 
stage in evolution, if needed. The humans of tomorrow need a 
chance to fulfil all the things we today can only dream of. 
Ord presents an exciting and very good introduction for all those 
interested in the field of existential risks. He writes eloquently and 
yet very understandable, avoiding technical terminology wherev-
er possible while explaining it well whenever he can’t, making it 
an altogether interesting read even for a non-academic audience. 
The structure of the book is inherently sound and his overall tone 
of voice sounds calm and rational. And yet, this very interesting 
book is not without its flaws. 
First, Ord leaves out a major part of philosophical debates revolv-
ing around population ethics, dedicating only a few pages in the 
appendices to it. The book could have benefited immensely from 
this if it dived deeper into the debates of human nature, ethics, 
population and potential. Especially the debate around s-risks 
(risks of astronomical suffering) that explain how a future does 
not only have to include happiness but also an huge amount of 
potential suffering could have been helpful. S-risks put into ques-
tion whether extinction would be the worst scenario if the alterna-
tive would be to cause unprecedented amounts of suffering. Thus 
in some scenarios, we could not find ourselves in an existential 
risk, but a s-risk. Lowering the existential risk could therefore raise 
the s-risks. How then do we avoid existential and suffering risks 
and still find the best future? Ord argues that we constantly made 
progress, fighting poverty, strengthening women's rights, and 
making education possible for more humans than ever before, 
but that this does not guarantee our steady progress in the future. 
We could still evolve back on issues or never find a consensus on 
important subjects. The Long Reflection part of the book is made 
out to be the time when humanity finally gets its act together 
and decides its path in unison – but we should already be talking 
about all these important issues now, because they determine the 
way we will walk. Hence we should not worry about bringing 
people into existence first, but worry about whether those people 
can live a life worth living. Ord could have given his opinion on 
the procreation asymmetry and how this influences longtermism 
and dealing with existential risks. 
Second, Ord spends a lot of time on the danger of unaligned AI 
for humanity, but he neglects the dangers of such a powerful ex-
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future is a ‘morally exploratory world’, 
which prioritises improving wellbeing (99). 
He suggests that historical value changes – 
such as the abolition of slavery – were the 
contingent outcomes of one value system 
becoming culturally ‘fitter’ over time and 
outcompeting others, partly due to the 
work of activists. However, he warns that in 
the future such moral progress may become 
increasingly difficult due to a ‘value lock-in’ 
caused by the premature convergence of a 
global culture or by the creation of an arti-
ficial general intelligence able to implement 
its own values or those of a specific group. 
To demonstrate this, MacAskill employs a 
metaphor of history as molten glass, with 
periods during which our values are malle-
able, before the glass sets and they become 
enduringly entrenched.
MacAskill then moves onto existential 
risks, assigning one chapter respectively 

to extinction risks, civilisational collapse, and technological stag-
nation. MacAskill emphasises the risk posed by developments in 
nuclear warfare and engineered pathogens, even if they are never 
intentionally deployed: after all, lab leaks and nuclear false alarms 
occur with alarming frequency. Such catastrophes, if not causing 
extinction, could also drastically reduce our ability to collaborate 
internationally on other risks, such as climate change. Here civili-
sational collapse is defined a non-extinction threat through which 
we lose ‘the ability to create most industrial and post-industrial 
technology’(124). He does remain optimistic, however, and notes 
that in the past, mankind as a whole has been remarkably resistant 
to catastrophes such as epidemics and global warfare. He suggests 
that an existential risk scenario, such as a nuclear winter, would not  
affect the entire globe equally, likely leaving areas such as Australasia 
relatively unharmed. He poses this as positive, as it would  allow 
our species to survive, re-industrialise, and re-develop. Finally, 
 MacAskill emphasises the risk posed by technological stagnation, 
arguing that as global birth rates slow, so must the rate of tech-
nological development. He sees this as detrimental to our ability 
to respond to existential risks. To this end, he cautions against 
the  familiar environmentalist narrative that having children is 
 unsustainable and instead promotes having children as a way to 
perso nally ward against civilisational collapse.
Following this, MacAskill introduces a theory of population ethics 
influenced by the moral philosopher Derek Parfit (1942–2017). 
He argues that the biological extinction of the human race would 
be, morally speaking, significantly worse than a non-extinction risk 
that killed 99.9% of the world’s population, as it would prevent the 

As a teenager living in Glasgow, the philos-
opher William MacAskill enjoyed urban 
climbing, on one occasion putting his foot 
through a skylight and narrowly escaping 
puncturing his internal organs on broken 
glass. At the time, he saw the likelihood of 
falling and dying as insignificant and thus 
untroubling. But now aged 35, MacAskill 
admits that his youthful insouciance was 
foolish, not because his death was likely, but 
because it ‘wasn’t sufficiently unlikely’ to war-
rant risking such severe consequences (39). 
This is how MacAskill – a founding mem-
ber of the Effective Altruism movement, 
now a researcher at the Global Priorities 
Institute at the University of Oxford – rep-
resents current generations in this book: as a 
short-sighted teenager, obliviously making 
decisions which will impact its long-term 
future. While we cannot exactly predict the 
likelihood or value of existential risks, he 
 argues that they are now far too likely to remain overlooked.
MacAskill’s latest work, What We Owe the Future, is indicative of 
a wider trend within the Effective Altruism movement in the last 
ten years, which has seen its priorities shifting away from utilitarian 
charitable spending on global poverty towards a greater concern 
with existential risks and the entrenchment of global values. His 
book offers a moral justification for longtermism and a framework 
for dealing with uncertain expected value. As in his previous book 
Doing Good Better (2015), MacAskill calls upon the reader to take 
a rational and disimpassioned approach to improving the world, 
challenging the assumptions which guide our actions, and leading 
us to seemingly counterintuitive but logically argued conclusions.
MacAskill calls ‘longtermism’, understood as an ethical theory, a 
“key moral priority of our time.” (3) His justification for longter-
mism is as follows: People in the future could exist, and there could 
be a lot of them (9). These people should matter no less, morally, 
than people alive today. He writes: “I am not claiming that the 
interests of present and future people should always and every-
where be given equal weight. I am just claiming that future people 
matter significantly.” (11) So long as these people live sufficiently 
happy lives (he does note ethical and practical problems in meas-
uring this), it is of moral value that they are able to live. Even if the 
 human race only exists for a fraction of the evolutionary lifespan of 
the average mammal (one million years), billions of people could 
still live in the future. This foundational thought underpins the rest 
of the book.
MacAskill begins by considering how we can improve the value 
of life in the future, theorising about how we can ensure that the 

William MacAskill: 
What We Owe the Future: A Million-Year View 
Reviewed by Grace Clover
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many readers from his conclusions. For example, most people who 
are concerned about climate change would agree that decarbonisa-
tion is key to our path to a sustainable future, improving the health 
of current people and the safety of future generations. This view is 
entirely coherent with the model of longtermism which MacAskill 
proposes here. He even describes decarbonisation as the yardstick 
for judgeing all longtermist action. However, many would find it 
absurd, or at least too abstract, that he justifies decarbonisation part-
ly on the basis that we must leave easily accessible fossil fuels avail-
able for re-industrialisation following civilisational collapse. Under 
this logic, the deaths of billions in such a collapse are brushed aside, 
so as to emphasise the moral benefit of future population growth.
This is indicative of a more integral problem with MacAskill’s work: 
his unwillingness to engage with the practical and emotional impli-
cations of death, or the social systems which underpin global suffer-
ing. MacAskill does note that it is a ‘colossal injustice’ that develop-
ing countries who contributed least to the climate crisis are likely to 
be most impacted by it (36), but he fails to engage with what this 
injustice means in practice: the intense suffering caused by drought, 
flooding, famine, and natural disasters, and the lack of financial 
resources to recover from it. Nor does he indicate any global struc-
tural changes which could even out this injustice, such as the Loss 
and Damage Fund agreed upon on the world climate conference 
in Sharm el-Sheikh in 2022. As his earlier work has shown us, 
 MacAskill is certainly not ignorant of global suffering. But in em-
phasising the moral obligations we have for the future, suffering 
in the present appears to have lost some of its emotional weight. 
Regardless of what one thinks about longtermism, in an ideology 
framed around improving wellbeing, this seems like a  contradiction.
Despite this, MacAskill offers an urgent but upbeat call to action 
to deal with existential risks, written in an accessible and engaging 
style. Though MacAskill remains deliberately cautious when draw-
ing conclusions about the future and warns against complacency, 
the overriding impression left by What We Owe the Future is an 
optimism about our ability to positively impact the longterm and 
about the expected value of the future itself.
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lives of millions of people who might otherwise have lived in the 
future. He critiques the logical asymmetry of the ‘intuition of neu-
trality’, a philosophical viewpoint which sees bringing an unhappy 
life into the world as morally bad but bringing a happy life into the 
world as morally neutral (171). Instead, MacAskill argues – with 
some caution – that only 10% of the world’s population today have 
below-neutral wellbeing, and thus on balance, the future will more 
likely be good than bad for the people living in it. He predicts that 
global wellbeing will increase overtime, drawing a causal relation-
ship between increased wealth, happiness, and moral progression 
(assuming that we avoid value lock-in and stagnation). As such, 
he suggests that we have a moral obligation to ensure that future 
 populations are able to live, and potentially grow indefinitely.
Finally, MacAskill offers practical advice about what individuals 
can do to implement longtermism. The arguments here are most-
ly familiar from his earlier writings: he suggests that the  focus on 
personal consumption in the environmentalist movement is  often 
misplaced and instead emphasises the good individuals can do 
by  donating to effective charities, having children, and making 
well-considered career choices.
Structurally the text might have benefited if the discussion of popu-
lation ethics presented in Part IV: Assessing the End of the World had 
immediately followed the moral argument for longtermism in part 
I, but otherwise the book’s argument proceeds logically. MacAskill 
could have also focused more on the impact of longtermism on eco-
systems and non-human animals, which remain largely overlooked. 
That said, the book is expansive in scope and very coherently writ-
ten. As a philosopher, MacAskill is no stranger to the use of thought 
experiments to justify extrapolating moral positions. It is perhaps 
more impressive that his case studies from fields as diverse as history 
and zoology are so effective and evocative. The moments of person-
al reflection about his own life as well as his friends and colleagues 
also offer particularly engaging touches of warmth.
Implicit however in every part of the book – from his metaphor 
of humanity as a singular teenager, to his use of aggregate mor-
al value and quality-adjusted life years – is MacAskill’s treatment 
of humanity as an individual, rather than a collective made up of 
many parts with independent needs. Such a premise is foundational 
to his utilitarian emphasis on doing the maximum amount of good 
for humanity as a whole, whilst avoiding emotional assessments of 
individual need. This dehumanising tendency could easily alienate 






